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1 Data Description

1.1 Panel Study of Income Dynamics

We use waves 1999–2017 of the PSID (covering years 1998–2016). The PSID is biennial over this period.
The PSID expanded its disability and health-related questions in the 2003 wave to include questions on
specific medical conditions, activities of daily living (ADLs) and instrumental activities of daily living
(IADLs) which we rely on to construct individuals’ frailty indices. Thus, we only construct frailty values
for waves 2003 to 2017. PSID only collects detailed health information for household heads and spouses.
Our base sample consists of individuals who are household heads or the spouses of a household head, are
at least 25 years of age, and for which we have enough health information to construct their frailty value
in at least one wave. A good description of the PSID household head definition is in Heathcote et al.
(2010). The base sample consists of 19,972 individuals (9,534 men, 10,438 women).

Table 1 lists the 28 variables we use to construct frailty indices for PSID respondents. Each index
is constructed by summing the variables in the first column of the table using their values which are
assigned according to the rules in the second column. Then dividing this sum by the total number of
variables observed for the individual in the year. The construction of the frailty index mostly follows the
guidelines laid out in Searle et al. (2008), and uses a set of PSID variables similar to the those used by
Yang and Lee (2009). Table 2 provides summary statistics on frailty for individuals ages 25–64 in our
PSID sample.

Table 3 and 4 report summary statistics on the PSID samples used for the dynamic panel estimations.
Table 3 reports summary statistics for the dynamic panel PSID sample used for the employment estima-
tion and Table 4 reports these statistics for the worker subsample used for the earnings, hours, and wage
estimation. Each sample consists of household heads and spouses aged 25 to 64. All individuals in the
sample are in at least 3 consecutive waves of the PSID. Annual earnings are total annual labor earnings
(including wages and salaries, bonuses, overtime, tips, commissions, professional practice or trade, any
additional job income, the labor part of self-employment income and any miscellaneous labor income).
The PSID splits self-employment income into asset and labor components using a 50-50 rule. Annual
hours are the total annual work hours for all jobs, including overtime. Hourly wage is a PSID constructed
variable that is constructed using annual earnings and annual hours. It is adjusted by PSID for outliers.
Education was cleaned and reassigned so that education is constant across all waves for each individual.
Labor force status is considered not employed if annual hours is between 0 and 519 and employed (work-
ers) if annual hours are 520 or more. Observations where labor force status is deemed employed based
on hours but wages are reported as less than $4 an hour are dropped.
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Table 1: Health Variables used to construct frailty indices for PSID respondents

Variable Value

Some difficulty with ADL/IADLs:
Eating Yes=1, No=0
Dressing Yes=1, No=0
Getting in/out of bed or chair Yes=1, No=0
Using the toilet Yes=1, No=0
Bathing/showering Yes=1, No=0
Walking Yes=1, No=0
Using the telephone Yes=1, No=0
Managing money Yes=1, No=0
Shopping for personal items Yes=1, No=0
Preparing meals Yes=1, No=0
Heavy housework Yes=1, No=0
Light housework Yes=1, No=0
Getting outside Yes=1, No=0

Ever had one of following conditions:
High Blood Pressure Yes=1, No=0
Diabetes Yes=1, No=0
Cancer Yes=1, No=0
Lung disease Yes=1, No=0
Heart disease Yes=1, No=0
Heart attack Yes=1, No=0
Stroke Yes=1, No=0
Arthritis Yes=1, No=0
Asthma Yes=1, No=0
Loss of memory or mental ability Yes=1, No=0
Psychological problems Yes=1, No=0
Other serious, chronic condition Yes=1, No=0

BMI ≥ 30 Yes=1, No=0
Has ever smoked Yes=1, No=0
Currently smokes Yes=1, No=0

Figure 1 shows the raw correlations between frailty and earnings, employment, hours worked (if
employed) and hourly wages by 5-year age groups for individuals aged 25 to 64. The figure shows that
frailty and earnings are negatively correlated at all ages. This negative correlation is due to a negative
correlation between frailty and all three components of earnings (employment, hours worked, and wages).
However, the correlation between frailty and employment is the largest and follows a similar life cycle
pattern to that of earnings.

1.2 Health and Retirement Survey

The HRS is a biennial longitudinal survey of Americans over age 50. Aside from spouses of respondents,
the HRS does not survey individuals under the age of 51. We use the HRS waves spanning the period
1998 to 2014. Our sample consists of 205,711 observations of 36,032 individuals (15,860 men and 20,172
women). We construct a frailty index for HRS respondents in the same way as we do for PSID respondents.
The lifecycle dynamics of frailty in the HRS and PSID samples are very similar even though the HRS
contains a larger number of deficit variables (36 versus 28). See Hosseini et al. (2022) for additional
details.

1.3 Medical Expenditure Panel Survey

The MEPS consists of a collection of rotating two-year panels. We use MEPS data from the 2000 to 2016
period. Our sample consists of respondents aged 25 to 84 years. We do not include individuals aged 85
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Table 2: Frailty summary statistics for 25–64 year-olds in the PSID

Mean 0.11 Median 0.07
by age: Standard Deviation 0.10

25-34 0.07
35-44 0.09 Wave-to-wave:
45-54 0.11 +∆ Frailty 0.27
55-64 0.15 −∆ Frailty 0.12

by education:
Less than high school 0.13 Effect of 1 additional deficit +0.036
High school 0.11
College 0.08

Table 3: Summary statistics on our dynamic panel PSID sample

1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 Pooled 2002–2016

Panel A: Mean (median) [standard deviation] of sample characteristics

Age 40.64 41.54 42.31 42.51 42.7 42.88 43.02 42.86 43.49 44.16 42.66
(40) (42) (42) (43) (43) (43) (43) (42) (42) (43) (42)

[8.86] [9.49] [10.17] [10.58] [10.90] [11.20] [11.49] [11.61] [11.50] [11.21] [10.84]

Frailty - - 0.08 0.09 0.10 0.10 0.11 0.11 0.11 0.12 0.10
- - (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07)
- - [0.09] [0.09] [0.10] [0.10] [0.10] [0.11] [0.11] [0.11] [0.10]

Employed 0.88 0.87 0.85 0.84 0.84 0.83 0.79 0.80 0.80 0.81 0.83
[0.33] [0.34] [0.36] [0.37] [0.37] [0.38] [0.41] [0.40] [0.40] [0.39] [0.38]

Panel B: Fraction of sample by characteristics

Male 0.46 0.46 0.46 0.46 0.46 0.46 0.45 0.45 0.45 0.44 0.45

High School Dropouts (HSD) 0.14 0.14 0.13 0.13 0.12 0.11 0.11 0.11 0.11 0.11 0.12
High School Graduates (HS) 0.51 0.52 0.51 0.51 0.50 0.50 0.51 0.51 0.51 0.51 0.51

College Graduates (CL) 0.35 0.35 0.35 0.37 0.38 0.38 0.38 0.38 0.38 0.38 0.37

+∆ Frailty - - - 0.27 0.30 0.29 0.27 0.26 0.25 0.25 0.27
−∆ Frailty - - - 0.11 0.11 0.11 0.12 0.12 0.12 0.12 0.11

Observations (N) 7,541 8,350 9,124 9,349 9,703 10,074 10,281 10,310 9,549 8,840 93,121
# of Individuals (n) 14,468

Average # of Years Observed (T) 6.44

Note: Means are reported; median values are reported in parentheses; standard deviations are reported in brackets.

years or older because, starting in 2001, MEPS top codes age at 85. The base sample contains 345,022
observations on 191,165 individuals (88,389 men and 102,776 women). The frailty index is constructed
in the same way as for PSID and HRS respondents and has similar lifecycle dynamics. See Hosseini et al.
(2022) for additional details.

2 Dynamic Panel Analysis: More Results

In Section 2 of the paper we use a dynamic GMM panel estimator to estimate the impact of frailty on
employment, earnings, hours and wages. In this section of the appendix we present additional results
regarding validity of instruments, causality, and further diagnostics. We also report, in Table 5, the mean
employment rates used to calculate the percent changes in the probability of employment reported in
Table 3 in the paper.
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Table 4: Summary statistics on our dynamic panel PSID sample of workers

1998 2000 2002 2004 2006 2008 2010 2012 2014 2016 Pooled 2002–2016

Panel A: Mean (median) [standard deviation] of sample characteristics

Age 38.25 39.14 39.89 40.28 40.69 41.02 41.26 41.2 42 42.97 40.82
(38) (39) (40) (40) (41) (40) (40) (40) (40) (41) (40)

[7.61] [8.23] [8.87] [9.40] [9.85] [10.31] [10.79] [11.11] [11.11] [11.03] [10.13]

Frailty - - 0.06 0.07 0.07 0.08 0.08 0.08 0.08 0.09 0.08
- - (0.04) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07) (0.07)
- - [0.06] [0.06] [0.06] [0.07] [0.07] [0.07] [0.07] [0.08] [0.07]

Annual Earnings $50,271.05 $53,932.73 $53,966.43 $55,839.21 $56,779.83 $57,730.84 $55,439.87 $56,955.61 $56,538.02 $58,660.52 $55,862.43
(39,885.13) (41,797.15) (42,084.94) (42,648.47) (43,846.86) (44,595.46) (42,919.39) (42,000.00) (43,761.55) (46,113.50) (43,176.04)
[50,848.39] [56,984.74] [87,328.86] [68,068.02] [62,083.35] [66,494.52] [64,696.26] [122,776.17] [89,417.44] [63,326.55] [77,796.60]

Annual Hours 2,155.06 2,118.07 2,145.05 2,163.69 2,152.99 2,062.04 2,069.14 2,104.42 2,117.51 2,120.13 2,118.28
(2,080) (2,056) (2,080) (2,080) (2,080) (2,016) (2,040) (2,040) (2,056) (2,065) (2,056)
[632.05] [615.30] [648.55] [657.68] [637.93] [579.79] [620.47] [628.91] [620.65] [630.52] [627.73]

Hourly Wage $23.48 $25.45 $25.01 $26.09 $26.31 $27.95 $26.93 $26.24 $26.49 $27.87 $26.32
(18.91) (20.08) (19.91) (20.40) (20.57) (21.50) (20.90) (20.18) (20.42) (21.71) (20.52)
[19.48] [23.73] [24.04] [28.89] [24.95] [29.15] [26.38] [26.94] [24.63] [25.13] [25.72]

Panel B: Fraction of sample by characteristics

Male 0.53 0.54 0.54 0.54 0.55 0.54 0.54 0.54 0.53 0.53 0.54

High School Dropouts (HSD) 0.09 0.09 0.09 0.08 0.07 0.07 0.07 0.07 0.07 0.07 0.08
High School Graduates (HS) 0.50 0.50 0.50 0.49 0.49 0.48 0.48 0.48 0.48 0.49 0.49

College Graduates (CL) 0.41 0.40 0.41 0.43 0.44 0.45 0.45 0.45 0.45 0.44 0.44

+∆ Frailty - - - 0.23 0.27 0.25 0.22 0.22 0.22 0.22 0.23
−∆ Frailty - - - 0.09 0.09 0.09 0.09 0.10 0.09 0.10 0.09

Observations (N) 3,514 3,996 4,493 4,579 4,835 5,107 5,384 5,676 5,447 5,104 48,135
# of Individuals (n) 7,598

Average # of Years Observed (T) 6.34

Note: Means are reported; median values are reported in parentheses; standard deviations are reported in brackets.

Table 5: Mean employment rate by education, health, and age

All By Education By Health By Age
HSD HSG CL Good Poor Young Old

Employment rate 0.825 0.676 0.815 0.890 0.863 0.542 0.863 0.774
(0.002) (0.008) (0.003) (0.003) (0.002) (0.008) (0.002) (0.004)

Note: ‘HSD’ is high school dropout, ‘HS’ is high school graduate, and ‘CL’ is college graduate. ‘Good/Poor Health’ is frailty below/above
the 85th percentile. ’Young/Old’ are individuals younger/older than 45 years of age. Standard errors are in parenthesis.

2.1 Comparison with OLS and fixed effect estimators

2.1.1 The impact of frailty on employment

For purpose of comparison, we start by reporting results from OLS and fixed effect (within group)
estimations of Equation (1) in Section 2 of the paper for employment. It is well known that the OLS
estimates of the coefficients on lagged values of the left-hand-side variable have an upward bias. Moreover,
as Nickell (1981), Arellano and Bond (1991), and Bond (2002a) have shown, the estimates acquired via
a fixed effects estimator have a downward bias. Therefore, an unbiased estimate should lie between
the OLS and FE estimates. As Bond (2002a) argues, if multiple lags of the left-hand-side variable are
included on the right-hand-side, the sum of the coefficients on these variables must satisfy this condition.
In other words, a necessary condition for the dynamic panel estimates to be unbiased is that the sum of
the estimated values of α1 and α2 in Equation (1) in the paper are smaller than the corresponding sum
of OLS estimates, but larger than those from the fixed effect estimation.

Panels A and B of Table 6 show the OLS and fixed effect linear probability estimation results for
employment. We report a similar set of results for earnings, hours, and wages in the next subsection.
The numbers reported in Panels A and B, together with those reported in Table 2 of the main text, pass
the consistency test described above. In other words, in all the specifications, we cannot reject that the
sum of the coefficients on lagged employment in Table 2 lies between those in panel A and B of Table 6.

Results in the paper are from the estimation of a linear probability model with fixed effects using
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Figure 1: Raw correlations of earnings, employment, hours conditional on working and observed wages
with frailty for 25 to 64 year-olds by five-year age groups. Data source: 2003–2017 PSID.

a dynamic panel GMM estimator. For employment, ideally, we would like to estimate a non-linear
probability model. However, we are not aware of a standard procedure for estimating non-linear dynamic
panel models with fixed effects. As discussed in Arellano and Honoré (2001), among others, the currently
available methods for performing such estimations, rely on insights that are model-specific and are not
generally applicable (unlike the system GMM procedure for linear models). We can, however, estimate a
non-linear (logit) model of the effect of frailty on employment. We report the results of this estimation in
Table 6. For purpose of comparison we also repeat the linear probability estimation using OLS and fixed
effect estimators. We do not estimate a fixed effect logit model because computing average marginal
effects and their standard errors in such models is not straightforward and coefficient values are not
comparable across models.

Panel C in Table 6 shows the estimation results from the logit model. Here, we report the average
marginal effects on probability of employment. Note that the estimated effects of frailty on employment
are similar to those reported in Table 2 of the main text (from system GMM estimation of the linear
probability model). However, the magnitudes are all slightly smaller relative to linear probability model.
Also notice that all effects are significant. For example, unlike the system GMM estimator of the linear
probability model, the logit model absent fixed effects shows a significant effect of frailty on the college
educated, those in good health, and those younger than 45 years old. Despite these differences, the
estimated effects of frailty on the probability of being employed are similar in magnitude and pattern
across all the specifications considered.

2.1.2 The impact of frailty on earnings, hours, and wages

For purpose of comparison (in the same spirit as the previous section), we also estimate Equation (1)
in Section 2 of the paper using OLS and fixed effect (within group) estimators for earnings, hours, and
wages. The results are reported in Tables 7, 8, 9 and 10 for the overall effect, the effect by education,
by health, and by age group, respectively. The three panels in the table show results for earnings, hours,
and wages, respectively. All of these regressions are estimated on the sub-sample of workers used in
the dynamic panel estimation. Therefore, the last column in each panel corresponds to the respective
estimation in Table 3 of the main text.

As in the previous section we would like to see that the (sums of) the coefficients on lagged earnings,
hours, and wages from the system GMM estimation (the last column in each panel) lie in between the
OLS estimator (the first column) and fixed effect estimator (the middle column). The idea being that the
OLS estimator is biased upward and fixed effect estimator is biased downward. We cannot statistically
reject this condition in any of our estimations. Therefore, our regressions pass this consistency test.
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Table 7: Comparison with OLS and Fixed Effect Estimator, Average Frailty Effect

Panel A. Earnings regression Panel B. Hours regression Panel C. Wage regression
OLS FE SYS-GMM OLS FE SYS-GMM OLS FE SYS-GMM

frailtyt -0.016*** -0.016*** -0.029** -0.005*** -0.014*** 0.005 -0.011*** -0.002 -0.020**
(0.002) (0.003) (0.014) (0.001) (0.002) (0.009) (0.001) (0.003) (0.009)

log(earningst−1) 0.532*** 0.097*** 1.259***
(0.010) (0.006) (0.455)

log(earningst−2) 0.227*** -0.032*** -0.427
(0.008) (0.006) (0.411)

log(hourst−1) 0.331*** -0.028*** -0.086
(0.008) (0.006) (0.366)

log(hourst−2) 0.157*** -0.091*** 0.336
(0.007) (0.006) (0.229)

log(waget−1) 0.499*** 0.066*** 0.205
(0.008) (0.006) (0.505)

log(waget−2) 0.268*** -0.029*** 0.543
(0.007) (0.006) (0.454)

Controls YES YES YES YES YES YES YES YES YES
Observations 34,505 34,505 34,505 34,505 34,505 34,505 34,401 34,401 34,401

R2 0.611 0.077 0.234 0.001 0.604 0.056
AR(1) test (p-value) 0.048 0.495 0.629
AR(2) test (p-value) 0.230 0.218 0.408
Hansen-Sargan test (p-value) 0.396 0.206 0.079
Diff. Hansen-Sargan test (p-value) 0.227 0.404 0.046

Note: Panel A shows regression results for the effect of frailty on earnings of workers. Panel B shows regression results for the effect of
frailty on hours of workers. Panel C shows regression results for the effect of frailty on workers’ wages. Frailty effects are the effect of
incurring one additional deficit. Controls included are marital status, marital status interacted with gender, number of kids, number
of kids interacted with gender, year dummies, and a fourth degree polynomial in age. ‘FE’ is fixed effect (within groups) estimation.
Standard errors are in parenthesis. R2 is adjusted R-squared for OLS, and overall R-squared for FE. *p < 0.1; **p < 0.05; ***p < 0.01.

Note, also that in Tables 7 through 10 the OLS estimation shows a significant effect of frailty on
hours even for those who continuously work. This is likely due to the fact that, in these OLS estimations,
individuals’ fixed effects are ignored. The fixed effects are included in the FE estimation but this estimator
is biased.

2.2 Additional instrument diagnostic tests

The Difference Hansen-Sargan test results reported in Tables 2, 3, and Table 4 in the paper test jointly
the exogeneity of all the lagged differences used as instruments in the dynamic panel estimation including
those instrumenting the lagged values of the left-hand-side-variable (the y-lag set) and those instrumenting
frailty. Following the recommendation of Roodman (2009), we also test separately the exogeneity of the
y-lag set. Table 11 presents p-values from these Difference Hansen-Sargan tests. Notice that in all of the
regressions we fail to reject the null that the instruments for the y-lag variables are valid.

2.3 Robustness to instrument set

Following the recommendation of Roodman (2009), we explore the robustness of our estimates to the
set of lagged levels and first differences used as instruments. For the results reported in Section 2 in the
paper we use the 4th and 5th lags as instruments for the employment regressions and the 5th and 6th
lags as instruments for the earnings, hours, and hourly wage regressions. Here, we report the results of
each estimation using either lags 4 and 5, 4 through 6, or 5 and 6 for the employment regressions. For
the earnings, hours, and hourly wage regressions, we report the results of each estimation using either
lags 4 and 5, 5 and 6, or 5 through 7.

We find that the results are robust to variation in the set of instruments used when valid instruments
are chosen. Table 12 reports the results for the effect of frailty on employment. Tables 13, 14, and 15
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Table 8: Comparison with OLS and Fixed Effect Estimator, Frailty Effects by Education

Panel A. Earnings regression Panel B. Hours regression Panel C. Wage regression
OLS FE SYS-GMM OLS FE SYS-GMM OLS FE SYS-GMM

frailtyt × HSD -0.021*** -0.025*** -0.063** -0.014*** -0.030*** -0.020* -0.010* 0.006 -0.065***
(0.005) (0.009) (0.028) (0.004) (0.006) (0.012) (0.005) (0.008) (0.021)

frailtyt × HS -0.013*** -0.026*** -0.038*** -0.006*** -0.014*** 0.001 -0.009*** -0.012*** -0.029***
(0.002) (0.004) (0.015) (0.001) (0.003) (0.010) (0.002) (0.003) (0.010)

frailtyt × CL -0.017*** 0.002 -0.015 -0.003* -0.010*** 0.011 -0.015*** 0.012*** -0.005
(0.002) (0.005) (0.016) (0.002) (0.003) (0.009) (0.002) (0.004) (0.010)

log(earningst−1) 0.532*** 0.096*** 1.197***
(0.010) (0.006) (0.358)

log(earningst−2) 0.227*** -0.033*** -0.394
(0.008) (0.006) (0.323)

log(hourst−1) 0.331*** -0.028*** 0.013
(0.008) (0.006) (0.326)

log(hourst−2) 0.157*** -0.091*** 0.191
(0.007) (0.006) (0.227)

log(waget−1) 0.499*** 0.066*** 0.160
(0.008) (0.006) (0.344)

log(waget−2) 0.268*** -0.030*** 0.570*
(0.007) (0.006) (0.307)

Controls YES YES YES YES YES YES YES YES YES
Observations 34,505 34,505 34,505 34,505 34,505 34,505 34,401 34,401 34,401

R2 0.611 0.087 0.234 0.001 0.604 0.066
AR(1) test (p-value) 0.016 0.354 0.486
AR(2) test (p-value) 0.154 0.489 0.190
Hansen-Sargan test (p-value) 0.770 0.375 0.292
Diff. Hansen-Sargan test (p-value) 0.411 0.333 0.160

Note: Panel A shows regression results for the effect of frailty on earnings of workers by education. Panel B shows regression results
for the effect of frailty on hours of workers by education. Panel C shows regression results for the effect of frailty on workers’ wages
by education. Frailty effects are the effect of incurring one additional deficit. Controls included are marital status, marital status
interacted with gender, number of kids, number of kids interacted with gender, year dummies, and a fourth degree polynomial in
age. ‘HSD’ is high school dropout, ‘HS’ is high school graduate, and ‘CL’ is college graduate. ‘FE’ is fixed effect (within groups)
estimation. Standard errors are in parenthesis. R2 is adjusted R-squared for OLS, and overall R-squared for FE. *p < 0.1; **p < 0.05;
***p < 0.01.

report results for the effect on earnings, hours worked, and hourly wages of workers, respectively. Looking
at Table 12, the estimations that use the 4th through 6th lags yield very similar results. Many of the lag
combinations that only include two lags fail to pass the AR(2) and instrument validity tests and yield
similar results to those using the 4th and 5th lag. Tables 13, 14, and 15 show a similar pattern. Except
that in these cases, the estimation results using the 5th and 6th lags are very similar to those that use the
5th through 7th lags. However, the estimations that use the 4th and 5th lags are smaller, not significant,
and fail the Difference Hansen-Sargan instrument validity tests. To summarize, among the specifications
that we consider, those that pass the instrument validity test yield very similar results.

2.4 Instrument power tests

The Hansen-Sargan test and Difference Hansen-Sargan test only test for instrument exogeneity. They
do not test instrument power. To test instrument power, we use the methodology of Staiger and Stock
(1997) and Stock and Yogo (2005) following Wintoki et al. (2012). That is, we look at the strength of
the F-statistics in the first stage regressions. Under the system-GMM procedure that we use, there are
two “first stage” equations, one where levels are instruments for first differences, and one where first
differences are instruments for levels. We regress the endogenous variables from each equation on their
corresponding instrument set, which yields an F-statistic that we evaluate for instrument strength.

To run the instrument power tests, we estimate OLS regressions of the endogenous variables in the level
and first-difference equations on their appropriate instrument set and the vector of exogenous controls

8



Table 9: Comparison with OLS and Fixed Effect Estimator, Frailty Effects by Health Status

Panel A. Earnings regression Panel B. Hours regression Panel C. Wage regression
OLS FE SYS-GMM OLS FE SYS-GMM OLS FE SYS-GMM

frailtyt × Good Health -0.013*** -0.004 -0.032 -0.003* -0.008*** 0.013 -0.012*** 0.005 -0.009
(0.002) (0.004) (0.033) (0.001) (0.003) (0.017) (0.002) (0.004) (0.023)

frailtyt × Poor Health -0.016*** -0.016*** -0.027** -0.006*** -0.015*** 0.000 -0.011*** -0.002 -0.021**
(0.002) (0.003) (0.012) (0.001) (0.002) (0.008) (0.001) (0.003) (0.008)

log(earningst−1) 0.532*** 0.097*** 1.215***
(0.010) (0.006) (0.400)

log(earningst−2) 0.227*** -0.032*** -0.392
(0.008) (0.006) (0.362)

log(hourst−1) 0.331*** -0.028*** 0.097
(0.008) (0.006) (0.361)

log(hourst−2) 0.157*** -0.091*** 0.248
(0.007) (0.006) (0.215)

log(waget−1) 0.499*** 0.066*** 0.381
(0.008) (0.006) (0.411)

log(waget−2) 0.268*** -0.029*** 0.380
(0.007) (0.006) (0.368)

Controls YES YES YES YES YES YES YES YES YES
Observations 34,505 34,505 34,505 34,505 34,505 34,505 34,401 34,401 34,401

R2 0.611 0.076 0.234 0.001 0.604 0.055
AR(1) test (p-value) 0.030 0.353 0.463
AR(2) test (p-value) 0.202 0.429 0.543
Hansen-Sargan test (p-value) 0.604 0.325 0.140
Diff. Hansen-Sargan test (p-value) 0.366 0.380 0.156

Note: Panel A shows regression results for the effect of frailty on earnings of workers by health status. Panel B shows regression results
for the effect of frailty on hours of workers by health status. Panel C shows regression results for the effect of frailty on workers’ wages
by health status. Frailty effects are the effect of incurring one additional deficit. Controls included are marital status, marital status
interacted with gender, number of kids, number of kids interacted with gender, year dummies, and a fourth degree polynomial in age.
‘Good/Poor Health’ is frailty below/above the 85th percentile. ‘FE’ is fixed effect (within groups) estimation. Standard errors are in
parenthesis. R2 is adjusted R-squared for OLS, and overall R-squared for FE. *p < 0.1; **p < 0.05; ***p < 0.01.

(marital status, marital status interacted with gender, number of kids, number of kids interacted with
gender, year dummies, and a fourth-degree polynomial in age). Each endogenous variable is regressed on
it’s instruments starting with the 4th lag alone and then adding the 5th lag. Each equation generates an
F-statistic which is used to test whether the parameters estimated in the equation are jointly equal to
zero. This tells us the statistical power of the instruments in explaining the variation in the endogenous
variable. Following Wintoki et al. (2012) we adopt a critical value for sufficient instrument strength of
10. This value is proposed by Staiger and Stock (1997).

We conduct the instrument power tests for the system GMM estimation of the overall impact of
frailty on employment (Table 1 in the main text). The results of the tests are reported in Table 16.
Notice that, across each result, the F-statistic is decreasing with the specification of further lags of the
instrument set. Excluding the last two values in the bottom row of the table, all the F-statistics are
greater than 10 suggesting that the instruments have sufficient power in explaining the variation in the
endogenous variables. Panel B of the table indicates that the lagged levels are relatively weak instruments
for first-differences as compared to the strength of lagged differences as instruments for the levels. As
we mentioned in Section 2 of the paper, this is not surprising given that both frailty and log earnings
are highly persistent variables. It is also the reason we use the system GMM estimator as opposed to
working only with the difference equation.

Table 17 shows similar results for earnings regression. Lagged differences seem to be powerful instru-
ments for levels. However, lagged levels are not very powerful instruments for differences. This is due to
the fact that both frailty and earnings are highly persistent variables. It also provides justification for
using a more elaborate system-GMM estimator as opposed to a simpler estimator that only uses lagged
values of levels as instruments for differences.
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Table 10: Comparison with OLS and Fixed Effect Estimator, Frailty Effects by Age Group

Panel A. Earnings regression Panel B. Hours regression Panel C. Wage regression
OLS FE SYS-GMM OLS FE SYS-GMM OLS FE SYS-GMM

frailtyt × Young -0.018*** -0.015*** -0.035 -0.005*** -0.014*** 0.014 -0.014*** -0.001 -0.015
(0.002) (0.004) (0.026) (0.001) (0.002) (0.016) (0.002) (0.003) (0.020)

frailtyt × Old -0.013*** -0.016*** -0.016 -0.005*** -0.014*** -0.003 -0.009*** -0.002 -0.022*
(0.002) (0.003) (0.013) (0.001) (0.002) (0.009) (0.002) (0.003) (0.012)

log(earningst−1) 0.532*** 0.097*** 1.050***
(0.010) (0.006) (0.307)

log(earningst−2) 0.227*** -0.032*** -0.250
(0.008) (0.006) (0.282)

log(hourst−1) 0.331*** -0.028*** 0.181
(0.008) (0.006) (0.342)

log(hourst−2) 0.157*** -0.091*** 0.244
(0.007) (0.006) (0.239)

log(waget−1) 0.499*** 0.066*** 0.399
(0.008) (0.006) (0.390)

log(waget−2) 0.268*** -0.029*** 0.365
(0.007) (0.006) (0.351)

Controls YES YES YES YES YES YES YES YES YES
Observations 34,505 34,505 34,505 34,505 34,505 34,505 34,401 34,401 34,401

R2 0.611 0.077 0.234 0.001 0.604 0.056
AR(1) test (p-value) 0.016 0.300 0.429
AR(2) test (p-value) 0.243 0.531 0.549
Hansen-Sargan test (p-value) 0.358 0.163 0.106
Diff. Hansen-Sargan test (p-value) 0.140 0.391 0.257

Note: Panel A shows regression results for the effect of frailty on earnings of workers by age. Panel B shows regression results for
the effect of frailty on hours of workers by age. Panel C shows regression results for the effect of frailty on workers’ wages by age.
Frailty effects are the effect of incurring one additional deficit. Controls included are marital status, marital status interacted with
gender, number of kids, number of kids interacted with gender, year dummies, and a fourth degree polynomial in age. ’Young/Old’
are individuals younger/older than 45 years of age. ‘FE’ is fixed effect (within groups) estimation. Standard errors are in parenthesis.
R2 is adjusted R-squared for OLS, and overall R-squared for FE. *p < 0.1; **p < 0.05; ***p < 0.01.

Table 11: Difference Hansen-Sargan test, y-lag set only (p-value) for regressions in Tables 1, 2 and 4 in
the paper

Overall By educ By health By age
(1) (2) (3) (4)

Effect of frailty on employment 0.201 0.078 0.051 0.394
Effect of frailty on earnings 0.396 0.330 0.383 0.223
Effect of frailty on hours 0.206 0.077 0.131 0.098
Effect of frailty on wages 0.079 0.066 0.061 0.060
Effect of employment on frailty 0.475 0.669 0.652 0.019
Effect of earnings on frailty 0.182 0.198 0.335 0.225

2.5 More discussion on instrument validity

As we discussed in the previous subsection, lagged values of variables are not always powerful instruments
of first differences. This is true even when they pass the test for instrument validity (Equation (3) in the
main body). To mitigate this issue Blundell and Bond (1998) and Blundell and Bond (2000) improve the
GMM estimator by introducing the following additional set of orthogonality assumptions (Equation (4)
in the main body):

E (∆yi,t−s (bi + εi,t)) = E (∆fi,t−s+2 (bi + εi,t)) = 0, for ∀s > 3. (1)
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Table 16: Results of instrument power tests for system GMM estimation of employment on frailty

Panel A. Employment
employedt employedt ∆ employedt ∆ employedt

∆ employedt−4 0.117*** 0.172***
(0.011) (0.017)

∆ employedt−5 0.143***
(0.016)

employedt−4 -0.041*** -0.020*
(0.006) (0.011)

employedt−5 -0.023*
(0.012)

R2 0.094 0.117 0.013 0.013
F-statistic 103.49 82.34 45.41 23.26

Panel B. Frailty
frailtyt frailtyt ∆ frailtyt ∆ frailtyt

∆ frailtyt−4 0.591*** 0.734***
(0.031) (0.043)

∆ frailtyt−5 0.794***
(0.047)

frailtyt−4 0.013*** 0.006
(0.004) (0.015)

frailtyt−5 0.001
(0.016)

R2 0.121 0.186 0.002 0.001
F-statistic 100.16 84.64 7.70 2.85

Note: F-statistics and R2 values from OLS regressions of the endogenous variables in the main system GMM estimation (column (2)
of Table 2 in the paper) on their instrument sets.

If these conditions hold, we can use lagged first differences as ‘internal’ instruments for levels. As we
reported in the previous subsection these are powerful instruments. However, these additional orthogo-
nality conditions require that changes in frailty be independent of initial fixed unobserved heterogeneity.
This is a strong overidentifying assumption. One way to test for these assumptions is to use the Dif-
ference Hansen-Sargan test as suggested in Bond (2002b). The null hypothesis that changes in frailty
are independent of initial unobserved heterogeneity cannot be rejected in any of our specifications at
conventional confidence levels. We now provide more (visual) evidence in support of the validity of these
assumptions.1

Figure 2 shows average frailty by education for the entire dynamic panel sample (Figure 2a) and the
worker subsample (Figure 2b). Here, we think of education as a proxy for permanent income. Notice
that in both panels the profiles of average frailty appear to be parallel up to age 55. In other words, the
figures show little correlation between changes in frailty and education until very late in one’s working
life. Since permanent income is highly correlated with education, we take this a suggestive evidence
that changes in frailty are not highly correlated with permanent income before age 55. While the frailty
profiles are less parallel after age 55 this is not a problem for our dynamic panel estimations. Recall that
our dynamic panel estimation results are based on a sample of individuals ages 25–64 meaning that the
oldest individuals in our sample are 64 years old. We use the 4th and 5th lags of differenced frailty to
instrument frailty in the employment regressions and the 5th and 6th lags of differenced frailty in the
earnings, hours, and wage regressions. For this reason, all of the lagged first differences of frailty used as
instruments are for individuals ages 56 or younger.

Next we use past employment, earnings, hours worked and hourly wages as a proxy for permanent

1We thank an anonymous referee for suggesting these plots.
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Table 17: Results of instrument power tests for system GMM estimation of earnings on frailty

Panel A. Employment
log(earningst) log(earningst) ∆ log(earningst) ∆ log(earningst)

∆ log(earningst−5) 0.104*** 0.172***
(0.023) (0.036)

∆ log(earningst−6) 0.202***
(0.032)

log(earningst−5) -0.015* -0.025
(0.008) (0.024)

log(earningst−6) 0.010
(0.021)

R2 0.102 0.121 0.009 0.012
F-statistic 37.09 29.41 11.40 6.24

Panel B. Frailty
frailtyt frailtyt ∆ frailtyt ∆ frailtyt

∆ frailtyt−5 0.520*** 0.754***
(0.064) (0.096)

∆ frailtyt−6 0.679***
(0.097)

frailtyt−5 0.015** 0.038
(0.007) (0.027)

frailtyt−6 -0.023
(0.030)

R2 0.096 0.150 0.003 0.004
F-statistic 31.90 24.49 4.45 2.53

Note: F-statistics and R2 values from OLS regressions of the endogenous variables in the main system GMM estimation (column (2)
of Table 2 in the paper) on their instrument sets.

income. The idea here is that average past earnings is highly correlated with individuals’ fixed unobserved
effects. The results are presented in Figure 3. Figure 3a sorts individuals by their employment in the
past 10 years. We divide individuals into four groups: those who have been employed in each of the past
5 waves (10 years); those who have been employed more than 67 percent of time, but not always; those
who were employed more than 33 percent of time but less than 67 percent of time; and those who were
employed less than 33 percent of time. The figure shows that up to age 55 the average frailty between
these groups follows the same trend. However, for those older than 55 it appears that there is a decline
in average frailty (or its growth) among those who were employed less than 67 percent of time. This
decline is likely caused by selection due to mortality (evidence provided in Hosseini et al. (2022)) and, as
we explain above, is not a problem for our dynamic panel estimation.

Figures 3b, 3c, and 3d shows profiles of average frailty in the worker subsample by past earnings,
hours worked, and wages respectively. For example, in Figure 3b workers are divided into four groups
according to the averages of their earnings over the past 10 years. The groups are simply the quartiles
of the distribution of these average past earnings. We observe no differences in trends of frailty among
these earnings groups. Again, this indicates that changes in frailty are not correlated with fixed factors
that determine earnings. Figures 3c and 3d are constructed similarly and show a similar pattern for the
relation between changes in frailty and quartiles of hours worked and hourly wages over the previous 10
years.

In summary, these plots, together with the results of the Difference Hansen-Sargan test, support the
overidentifying assumption described above (Equation (4) in the main body).

2.6 Additional results on dynamic panel estimation

In this section we report additional results from the dynamic panel estimation.
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Figure 2: Average frailty by age and education for everyone in the dynamic panel sample (a) and for
workers only (b).
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Figure 3: Average frailty by age and past employment, earnings, hours, and wages. Panel (a) is average
frailty by employment in the past 10 years for everyone in the dynamic panel sample. ‘Always employed’
means the individual was employed in each of the previous 5 waves. Employment rates less than one are
sorted into 3 percentile groups. Panels (b), (c), and (d) report average frailty by log average earnings,
hours, and wages over the past 5 waves (10 years) for individuals in the worker sample only.
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Table 18: Effect of Frailty on Employment, Men

(1) (2) (3) (4)

frailtyt -0.016**
(0.008)

frailtyt × HSD -0.024***
(0.008)

frailtyt × HS -0.021**
(0.009)

frailtyt × CL -0.004
(0.008)

frailtyt × Good Health -0.028
(0.019)

frailtyt × Poor Health -0.019**
(0.008)

frailtyt × Young -0.020*
(0.011)

frailtyt × Old -0.015**
(0.006)

employedt−1 0.442 0.469 0.067 0.409
(0.506) (0.484) (0.476) (0.419)

employedt−2 0.313 0.262 0.641 0.345
(0.427) (0.405) (0.400) (0.359)

Controls YES YES YES YES
Observations 29,877 29,877 29,877 29,877

AR(1) test (p-value) 0.478 0.426 0.650 0.419
AR(2) test (p-value) 0.697 0.761 0.226 0.582
Hansen-Sargan test (p-value) 0.397 0.268 0.308 0.737
Diff. Hansen-Sargan test (p-value) 0.237 0.198 0.367 0.439

Note: Frailty effects are the effect of incurring one additional deficit. Controls included are marital status, marital status interacted
with gender, number of kids, number of kids interacted with gender, year dummies, and a fourth degree polynomial in age. ‘HSD’ is
high school dropout, ‘HS’ is high school graduate, and ‘CL’ is college graduate. ‘Good/Poor Health’ is frailty below/above the 85th
percentile. ’Young/Old’ are individuals younger/older than 45 years of age. Standard errors are in parenthesis. *p < 0.1; **p < 0.05;
***p < 0.01.

2.6.1 Estimation results by gender

In Section 2 of the paper we estimate the impact of frailty on earnings for a sample of men and women and
include controls for unobserved fixed heterogeneity and gender interacted with marital status and number
of kids. Here we report the results from estimating the impacts on separate subsamples by gender.

First, Tables 18 and 19 report the estimation results for the effect of frailty on employment of men and
women, respectively. Notice that for all the specifications, the estimated effects of frailty on employment
are very similar for men and women (and very close to the estimations reported in Table 1 of the paper).

Second, Figures 20 and 21 report the estimation results for the effect of frailty on earnings, hours
worked, and hourly wages of continuously working men and women, respectively. First, note that due to
the smaller sample sizes the gender-specific estimation results are much noisier than those for all workers.
This is especially true for men as most of the point estimates from these estimations are not statistically
significant. Despite that fact, the results are generally consistent with those for the overall sample. The
effects of one additional frailty deficit are larger for less educated individuals, and when significant, larger
for those in poor health.

The effect of one additional deficit on workers’ earnings tends to be larger for women as compared
to men. Panel B and C show that this difference is largely driven by the impact of frailty on hours.
While the estimated effects of frailty on hours are for the most part not significant, interestingly, all of
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Table 19: Effect of Frailty on Employment, Women

(1) (2) (3) (4)

frailtyt -0.019**
(0.008)

frailtyt × HSD -0.023**
(0.009)

frailtyt × HS -0.019**
(0.008)

frailtyt × CL -0.010
(0.007)

frailtyt × Good Health -0.002
(0.016)

frailtyt × Poor Health -0.021***
(0.008)

frailtyt × Young -0.010
(0.009)

frailtyt × Old -0.022***
(0.007)

employedt−1 0.277 0.378 -0.028 0.297
(0.549) (0.531) (0.478) (0.368)

employedt−2 0.321 0.240 0.548 0.304
(0.421) (0.408) (0.364) (0.282)

Controls YES YES YES YES
Observations 36,699 36,699 36,699 36,699

AR(1) test (p-value) 0.588 0.507 0.671 0.402
AR(2) test (p-value) 0.637 0.769 0.243 0.518
Hansen-Sargan test (p-value) 0.419 0.028 0.285 0.555
Diff. Hansen-Sargan test (p-value) 0.300 0.005 0.282 0.349

Note: Frailty effects are the effect of incurring one additional deficit. Controls included are marital status, marital status interacted
with gender, number of kids, number of kids interacted with gender, year dummies, and a fourth degree polynomial in age. ‘HSD’ is
high school dropout, ‘HS’ is high school graduate, and ‘CL’ is college graduate. ‘Good/Poor Health’ is frailty below/above the 85th
percentile. ’Young/Old’ are individuals younger/older than 45 years of age. Standard errors are in parenthesis. *p < 0.1; **p < 0.05;
***p < 0.01.

the effects on hours are positive for men and vice versa for women. For example, one more deficit causes
earnings of low educated working women to fall by more than 11 percent, compared to (an insignificant)
6 percent for men. This difference can be explained by differential responses in the hours of low educated
men relative to low educated women. Accumulating one more deficit leads to a 2 percent (insignificant)
rise in hours worked of men without a high school degree, conditional on employment. However, it causes
a (significant) 4 percent reduction in hours worked by women in that education group. The results also
indicate that declines in health may have a larger effect on the wages of female workers as compared to
males. While the magnitudes of the wage effects within education are relatively similar by gender (and
also similar to those in Table 2 in the paper), the gender-specific results suggest larger negative wage
effects for older women and women in poor health relative to their male counterparts.

We find these results interesting and worthy of further analysis as they suggest another dimension by
which men and women’s labor market behavior may differ. However, it is our view that such an analysis
falls outside the scope of this paper and we leave it for future projects.

2.6.2 The effect of spouses’ frailty on employment and earnings

Table 22 shows the estimation results for the effect of one’s own frailty and one’s spouse’s frailty on
employment for married individuals. These results are obtained using our dynamic panel estimator and
the same set of controls as used in the employment estimation reported in Table 1 of the paper. The first
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column shows the effect of incurring one additional deficit on the probability of being employed. Incurring
one additional deficit reduces the probability of employment for a married individual by 2.0 percentage
points. This is slightly larger than the 1.6 percentage point decline from incurring one additional deficit
estimated for all individuals in the sample (reported in Table 1 of the paper).

Column 2 shows that when individuals’ own frailty is not included in the regression equation, declines
in an individual’s spouse’s frailty by one additional deficit reduce the probability of employment by 0.6
percentage points. Column 3 shows that when both individual’s own frailty and their spouse’s frailty are
included, the effect of one’s spouse’s frailty on employment is no longer significant and the point estimate
flips from positive to negative. At the same time, the effect of one’s own frailty remains significant
and becomes larger in magnitude. This result is interesting and deserves further investigation because
it suggests that for some couples, increases in the frailty of one spouse may lead to an increase in the
employment rate of the other. However, it is our view that it fall outside the scope of this paper and we
leave it for future projects.

Table 23 shows the estimation results for the effect of one’s own frailty and one’s spouse’s frailty
on earnings, hours worked and hourly wages for the subsample of married workers. These estimations
lack power and the estimation coefficients on frailty are not significant. This is likely due to the smaller
sample size. However, looking at the magnitude of the estimated coefficients, the patterns are generally
consistent with those found for employment in Table 22 and the main results in Section 2 of the paper.
For example, in column 3 of Panel A, we see that when both own frailty and spouses frailty are included,
the coefficient on own frailty is large (4.2 percent) and has a negative sign, while the coefficient on spouse’s
frailty is small and positive. Panel B, shows the effect of hours. Here, we don’t expect to see any effect
(consistent with the no-effect results we found using the full sample, presented in Table 2 of the main
text). Finally, Panel C shows the effect on wages. Here, in column (3) we do not pass the instrument
validity tests and thus the results are not informative.

Table 22: Effect of Spouse’s Frailty on Employment

(1) (2) (3)

frailtyt -0.020* -0.033*
(0.010) (0.020)

spouse’s frailtyt -0.006* 0.016
(0.003) (0.013)

employedt−1 0.297 0.474 0.454
(0.523) (0.389) (0.373)

employedt−2 0.367 0.249 0.236
(0.405) (0.307) (0.284)

Controls YES YES YES
Observations 47,814 47,577 47,577

AR(1) test (p-value) 0.585 0.339 0.313
AR(2) test (p-value) 0.547 0.675 0.672
Hansen-Sargan test (p-value) 0.853 0.581 0.856
Diff. Hansen-Sargan test (p-value) 0.831 0.480 0.572

Note: Frailty effects are the effect of incurring one additional deficit. Controls included are marital status, marital status interacted
with gender, number of kids, number of kids interacted with gender, year dummies, and a fourth degree polynomial in age. ‘frailty sp’
is the spouse’s own frailty. Standard errors are in parenthesis. *p < 0.1; **p < 0.05; ***p < 0.01.

2.6.3 Effect of ‘medical diagnosis’ vs ‘difficulties with Activities of Daily Living’

When we estimate the effect of frailty on employment and earnings, we use a frailty index that is con-
structed by taking averages of the 0/1 deficit variables listed in Table 1 in PSID. This list contains three
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groups of variables: those that indicate difficulties with Activities of Daily Living (ADLs) and Instru-
mental Activities of Daily Living (IADLs); medical diagnosis; and a third group with includes obesity
(BMI of 30 and higher) and smoking. All these deficit variables have equal weight in our calculation.

One may wonder if equal weighting of deficits makes sense given that some deficits may, on average,
be much more severe than others. In our earlier work, Hosseini et al. (2022), we show that properties of
the frailty index are robust to various weighting schemes. In particular an index that is constructed using
first principal component weighting of deficits or an index constructed using weights that are informed
by subjective (self-reported) health status have similar power in predicting health-related outcomes and
yield similar stochastic processes.

The reason for this is that incurring a more severe health deficit is positively correlated with incurring
more health deficits and thus tends to lead to a larger increase in one’s frailty. In particular, individuals
who are newly diagnosed with more severe diseases/conditions tend to also incur more difficulties with
(I)ADLs. At the same time, individuals who incur more severe (I)ADLs difficulties tend to also become
newly diagnosed with more diseases/conditions. For example, an individual who is newly diagnosed
with a stroke incurs, on average, an additional 2.2 (I)ADLs difficulties, more than five times the amount
incurred by an individual who is newly diagnosed with high blood pressure (an additional 0.4 (I)ADLs
difficulties). Likewise, an individual who becomes unable to eat without assistance is diagnosed with an
additional 3.6 diseases/conditions while an individual who starts to have difficulty managing money is
diagnosed with an additional 2.9 diseases/conditions.

Consistent with this logic, the effects of additional medical diagnoses on employment are larger for
individuals who also incur (I)ADLs and likewise the effects of incurring (I)ADLs are larger for individuals
who also incur relatively more medical diagnoses as illustrated in Table 24. The first column shows that,
on average, one additional medical diagnosis reduces the probability of employment by 0.7 percentage
points while one additional (I)ADL difficulty reduces it by 3.3 percentage points. Column (2) shows
that the effect of an additional medical diagnosis is more than five times larger if it coincides with a
change in (I)ADL difficulties versus if it does not. Column (3) shows that the effect of an additional
(I)ADL difficulty is three times larger if is coincides with an above median change in the number of
medical diagnoses. These claims are based on the point estimates which are robust to variations in the
instrument set despite not all being significant.

To summarize, severity of health deficits is correlated with the number of health deficits incurred. So,
even though each health deficit has the same weight in the frailty index, more severe health events tend
to lead to a larger increase in frailty and thus a larger impact on earnings and employment.

3 Additional Information about the Structural Model

3.1 Recursive competitive equilibrium

In this section we provide the definition of equilibrium we employ in the structural model economy.
Let {µE(x, is), µ

N (x, na) , µ
D (x, nd) , µ

R (x)} represent the time-invariant measures of individuals. We
assume that these are the population measures after the labor participation decisions and DI application
decisions are made. The concept of a stationary recursive competitive equilibrium can be defined as
follows.

Given a fiscal policy {TrE (·) , T rOE (·) , T rN (·) , T rD (·) , T rR (·) , SS (·) , T (·) , τK}, a stationary re-
cursive competitive equilibrium is a set of value functions

{
V E(x, is), V

N (x, na) , V D (x, nd) , V
R (x)

}
,

households’ consumption decisions {cE(x, is), cN (x, na), c
D(x, nd), c

R(x)}, saving decisions {aE(x, is), aN (x, na),
aD(x, nd), a

R(x)}, labor force participation decisions IE(x, is) and IN (x, na), DI application decisions
ID(x, na); prices of labor and capital {w, r}; government expenditures G; and time-invariant measures of
households

{
µE(x, is), µ

N (x, na) , µD (x, nd) , µ
R (x)

}
such that:

1. Given the fiscal policy and prices, households’ decision rules solve the households’ decision problems
in Section 3.5 in the paper.
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Table 24: Effect of Medical Diagnoses and Difficulties with Activities of Daily Living on Employment

(1) (2) (3)

medical diagnosest -0.007*
(0.004)

(I)ADL difficultiest -0.033**
(0.014)

medical diagnosest × No ∆(I)ADL difficulties -0.008
(0.013)

medical diagnosest × ∆(I)ADL difficulties -0.046
(0.041)

(I)ADL difficultiest × Below median ∆medical diagnoses -0.015
(0.033)

(I)ADL difficultiest × Above median ∆medical diagnoses -0.045**
(0.022)

employedt−1 0.573** 0.879*** 0.575
(0.252) (0.284) (0.369)

employedt−2 0.115 -0.116 0.135
(0.198) (0.236) (0.289)

Controls YES YES YES
Observations 66,584 58,881 58,852

AR(1) test (p-value) 0.061 0.019 0.204
AR(2) test (p-value) 0.962 0.312 0.986
Hansen test (p-value) 0.262 0.492 0.882
Diff-in-Hansen test (p-value) 0.144 0.319 0.921
Diff-in-Hansen test (p-value), Y-lag set 0.122 0.827 0.776

Note: ‘medical diagnosest’ is the number of medical diagnoses an individual has at time t. ‘(I)ADL difficultiest’ is the number of
activities of daily living and instrumental activities of daily living, (I)ADLs, a person has difficulty with at time t. All the medical
diagnoses and (I)ADL difficulties effects are reported as the effect of one additional deficit. ‘No ∆(I)ADL difficulties’ equals 1 if there
is no change in the number of (I)ADLs a person has difficulty with between time t−1 and t. ‘∆(I)ADL difficulties’ equals 1 if there is a
change in the number of (I)ADL difficulties a person has difficulty with between time t−1 and time t. ‘Below/Above median ∆medical
diagnoses’ equals 1 if the age-adjusted change in medical diagnosis from t to t+ 1 is above/below the median level. Controls included
are marital status, marital status interacted with gender, number of kids, number of kids interacted with gender, year dummies, and a
fourth degree polynomial in age. Standard errors are in parenthesis. *p < 0.1; **p < 0.05; ***p < 0.01.

2. Rental rate r is exogenously given by r = (1 − τk)
(
αA(K/N)α−1 − δ

)
, and the wage is given by

equation w = (1− α)A(K/N)α.

3. Aggregate labor and capital input satisfy:

N =
∑
{x,is}

η (x)µE (x, is) and r = (1− τK)
(
αA (K/N)α−1 − δ

)
.
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4. Government expenditures G are such that the government’s budget constraint holds:∑
{x,is}

T (wη (x))µE (x, is) + τK

(
αA (K/N)α−1 − δ

)
= G

+
∑

{x,nd}

(
µD (x, nd) + µR (x)

)
SS (ē)

+
∑
{x,is}

(1j<RTr
E (x, is) + 1j≥RTr

OE (x, is))µ
E (x, is)

+
∑

{x,na}

TrN (x)µN (x, nd)

+
∑

{x,nd}

(
TrD (x, nd)µ

D (x, nd) + TrR (x)µR (x)
)
.

5. The measures {µE(x, is), µ
N (x, na) , µ

D (x, nd) , µ
R (x)} are stationary.

(a) Employed:

µE(x′, 0) =
IE(x

′, 0)

1 + ν

∑
{x,is}

(1− σ) p (x)πe (ϵ′|x)πf (f ′|x)1a′=aE(x,is)µ
E (x, is) ,

and

µE(x′, 1) =
IE (x′, 1)

1 + ν

∑
{x,is}

σp (x)πe (ϵ′|x)πf (f ′|x)1a′=aE(x,is)µ
E (x, is)

+
φ

1 + ν

∑
{x,na}

ID (x, na) (1− θ (x)) p (x)πe (ϵ′|x)πf (f ′|x)1a′=aN (x,na)IN (x′, na + 1)µN (x, na)

+
φ

1 + ν

∑
{x,na}

(1− ID (x, na))p (x)π
e (ϵ′|x)πf (f ′|x)1a′=aN (x,na)IN (x′, 0)µN (x, na) .

(b) Non-employed:

µN (x′, 0) =
1− IE(x

′, 0)

1 + ν

∑
{x,is}

(1− σ) p (x)πe (ϵ′|x)πf (f ′|x)1a′=aE(x,is)µ
E (x, is)

+
1− IE(x

′, 1)

1 + ν

∑
{x,is}

σp (x)πe (ϵ′|x)πf (f ′|x)

+
φ

1 + ν

∑
{x,na}

(1− ID (x, na))p (x)π
e (ϵ′|x)πf (f ′|x)1a′=aN (x,na)(1− IN (x′, 0))µN (x, na)

+
1− φ

1 + ν

∑
{x,na}

(1− ID (x, na))p (x)π
e (ϵ′|x)πf (f ′|x)1a′=aN (x,na)µ

N (x, na)1a′=aE(x,is)µ
E (x, is) ,
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and

µN (x′, na + 1) =
φ

1 + ν

∑
{x,na}

ID (x, na) (1− θ (x)) p (x)πe (ϵ′|x)πf (f ′|x)

×1a′=aN (x,na)(1− IN (x′, na + 1))µN (x, na)

+
1− φ

1 + ν

∑
{x,na}

ID (x, na) (1− θ (x)) p (x)πe (ϵ′|x)πf (f ′|x)1a′=aN (x,na)µ
N (x, na) .

(c) DI beneficiary:

µD(x′, 0) =
1

1 + ν

∑
{x,na}

ID (x, na) θ (x) p(x)π
e (ϵ′|x)πf (f ′|x)1a′=aN (x,is)µ

N (x, na) ,

and

µD(x′, nd + 1) =
1

1 + ν

∑
{x}

p(x)πe (ϵ′|x)πf (f ′|x)1a′=aD(x,nd)µ
D (x, nd) .

(d) Retiree:
When j = R− 1,

µR(x′) =
1

1 + ν

∑
{x,nd}

p(x)πe (ϵ′|x)πf (f ′|x)1a′=aD(x,is)µ
D (x, nd)

+
1− IE(x

′, 1)

1 + ν

∑
{x,is}

(1− σ) p (x)πe (ϵ′|x)πf (f ′|x)1a′=aE(x,is)µ
E (x, is)

+
1− IE(x

′, 0)

1 + ν

∑
{x,is}

σp (x)πe (ϵ′|x)πf (f ′|x)1a′=aE(x,is)µ
E (x, is)

+
φ

1 + ν

∑
{x,na}

p (x)πe (ϵ′|x)πf (f ′|x)1a′=aN (x,is) (1− IN (x′, na + 1))µN (x, na)

+
1− φ

1 + ν

∑
{x,na}

p (x)πe (ϵ′|x)πf (f ′|x)1a′=aN (x,is)µ
N (x, na) .

When j > R− 1,

µR(x′) =
1

1 + ν

∑
{x}

p (x)πe (ϵ′|x)πf (f ′|x)1a′=aR(x)µ
R (x)

+
1− IE(x

′, 1)

1 + ν

∑
{x,is}

(1− σ) p (x)πe (ϵ′|x)πf (f ′|x)1a′=aE(x,is)µ
E (x, is)

+
1− IE(x

′, 0)

1 + ν

∑
{x,is}

σp (x)πe (ϵ′|x)πf (f ′|x)1a′=aE(x,is)µ
E (x, is) .

4 Additional Calibration Details

This section includes additional information, moments, and estimation results related to the calibration of
the structural model as described in Section 4 of the paper. Figure 1 in the paper (the left-panel of Figure
3 shows the same data moments) is contructed using data from MEPS. MEPS contains information on
SSI beneficiary status but not SSDI. However, it does include data on whether an individual receives
Medicare benefits. SSDI and some SSI beneficiaries are the only groups younger than 65 years of age who
qualify for Medicare (after being on SSDI for two years). We compute the fraction in each frailty and age
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group who receive SSI or Medicare benefits in MEPS. We then adjust the fractions by the Social Security
Administration population data on SSDI and SSI recipient by age so that the numbers are consistent on
aggregate.

Table 25 shows the distribution of 24–26 year-old males across employment states by education and
frailty percentile group in the data. This distribution is used as the initial distribution of individuals
across employment states in the model. Individuals who start out as DI beneficiaries are assumed to be
severely disabled and have permanent zero productivity. To calibrate the survival probability rates in
the model we predict conditional survival rates for men using the estimation results in Table 26. The
table shows results from the estimation of mortality probits using HRS data. We adjust the value of the
estimated constant so that population mortality is consistent with the year 2000 period life-table in Bell
and Miller (2005).

Table 25: Distribution (%) of 24–26 year-old males across employment states by education and frailty
percentile group

Frailty percentile group
0–50th 50–70th 70–90th 90–95th 95–100th

High-school dropouts
Employed 74.1 76.5 70.4 60.0 65.6
Non-employed 24.9 21.8 25.1 30.3 0.00
DI beneficiary 1.0 1.7 4.5 9.7 34.4

High-school graduates
Employed 92.7 91.4 90.7 90.1 78.2
Non-employed 7.0 7.3 7.7 2.0 0.0
DI beneficiary 0.4 1.4 1.7 8.0 21.8

College graduates
Employed 95.5 94.9 96.5 88.9 96.9
Non-employed 4.5 5.1 3.5 11.1 0.0
DI beneficiary 0.0 0.0 0.0 0.0 3.1

Note: Percent breakdown of 25–26 year old males by employment state for each education and frailty percentile group. Authors’
calculations using PSID, MEPS, and SSA data.

We consider two specifications for the log productivity profiles in the model: one with linear frailty
effects and one with quadratic frailty effects. For both specifications, we estimate a process for log wages
(our proxy for labor productivity) of men using our dynamic panel estimator. Since we only observe
wages of men who work, we employ a selection correction procedure in the estimation. Given that we did
not find evidence that earnings impacts frailty, we treat frailty as exogenous. However, as we show below,
the estimated effects of frailty on men’s labor productivity are similar if we instead assume endogenous
frailty.

To conduct the selection correction in the first step, we follow Al-Sadoon et al. (2019) who show
that in system GMM, selection bias is mainly due to correlation of the fixed effects in the selection and
outcome processes. To correct for this selection bias they propose first estimating a selection equation
that includes fixed effects and an exclusion restriction.2 They then suggest including the estimated fixed
effects as regressors in the outcome equation.

We use a fixed effect linear probability model of employment as our selection equation. We include
the same set of regressors in our selection equation as in the outcome equation with the addition of
exclusion restrictions. Following Low and Pistaferri (2015), we use “potential” government transfers
interacted with frailty as our exclusion restrictions. “Potential” government transfers are defined as the
sum of food stamps, AFDC/TANF payments, unemployment insurance benefits, and EITC payments

2An exclusion restriction is a variable that impacts the selection process but not the outcome process. In our case, a
valid exclusion restriction should impact employment but not labor productivity or wages.
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Table 26: Estimation of mortality probit

Coefficient estimates

frailty 3.001***
(0.098)

frailty2 -0.500***
(0.120)

age -0.021***
(0.005)

age2 3.91e-4***
(3.45e-5)

education (years) 0.003
(0.002)

male 0.308***
(0.010)

constant -2.919***
(0.183)

year fixed effects included

Observations 213,114
Pseudo R2 0.239

Note: Frailty is the fraction of deficit variables that the individual reports as a deficit and lies between 0 and 1. Standard errors are in
parenthesis. *p < 0.1; **p < 0.05; ***p < 0.01. Estimated using 1998–2016 HRS data.

that individuals would receive if they applied. These transfers vary across states. Moreover, they depend
on marital status and number of kids (which also vary across individuals in our sample). Therefore,
instead of using the amount of “potential” transfers as exclusion restrictions we use the interaction of
state of residence, number of kids and martial status (a total of 436 combinations). These “potential”
transfers do not directly impact individuals’ wages or labor productivity but do create different work
incentives for people with different frailty levels.

Table 27 shows the estimation results from this first stage for both the linear and quadratic frailty
specifications. Table 28 shows the estimation results from both of the log productivity specifications both
with and without the selection correction. The frailty effects are reported as the effect of one additional
deficit. Notice that the coefficients on the high school dropout and high school graduate quadratic frailty
terms have the wrong sign. The quadratic results for the high school dropout and high school graduate
groups imply that productivity declines in frailty at lower values of frailty and increases in frailty at
higher values. The increases occur at values of frailty above the 95th percentile of the frailty distribution
and are, thus, estimated off a very small number of observations. The rate of decline in log productivity
with frailty in both cases is very similar under the linear and quadratic specifications. In contrast, the
coefficient on the quadratic term in the college regression is strongly significant, has the correct sign, and
implies that frailty declines starting from the 76th percentile. Given these findings, we use the linear
specification for the non-college groups and the quadratic specification for the college graduate group.
The results are robust to whether frailty is treated as exogenous or endogenous. Table 29 shows this for
the linear specification.

Given these estimation results, we next remove the effects of frailty from our log wage observations.
Then, to obtain the deterministic age effects, separately for each education group, we regress the adjusted
log wages on a cubic polynomial in age and year dummies. We run these estimations both in our PSID
sample of men and in a sample of men from the HRS. We splice together the estimated age profiles from
the PSID and HRS to create the age profile we feed into the model. This is done to take advantage of
the larger sample of older workers in the HRS relative to PSID. Given the sample sizes, we switch from
the PSID to the HRS age profile at age 70 for non-college and age 65 for college.
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Finally, we use the residuals from this regression to construct a set of variance-covariance moments. As
in Guvenen (2009), we use these moments to estimate the stochastic component via GMM. For these last
two steps, we group together high school dropouts and high school graduates in order to take advantage of
larger sample sizes. The implication of this is that, while the effect of frailty on productivity is education
group specific, the age effects and stochastic component are the same for both high school dropouts and
high school graduates. Table 30 shows the estimation results from these steps.

Table 27: Estimation of the effect of frailty on labor productivity for men. Stage 1: Selection equation
regressions.

Linear frailty effect Quadratic frailty effect

frailtyt ×HSD (one add. deficit) -0.032 -0.050
(0.216) (0.216)

frailtyt ×HSG (one add. deficit) -0.031 -0.040
(0.216) (0.216)

frailtyt × CL (one add. deficit) -0.019 -0.016
(0.216) (0.216)

frailtyt
2 ×HSD 0.000

(0.000)
frailtyt

2 ×HSG -0.000
(0.000)

frailtyt
2 × CL -0.001***

(0.000)
age 0.038*** 0.039***

(0.004) (0.004)
age2 -0.000*** -0.000***

(0.000) (0.000)

exclusion restrictions total of 436 combinations
joint p-value 0.000 0.000

Note: The left-hand-side variable is employment (1 if employed, 0 otherwise). The frailty effects are the effect of one additional deficit.
Standard errors are in parenthesis. *p < 0.1; **p < 0.05; ***p < 0.01.

Table 31 shows the results of the estimation of the zero frailty probits used in the model. Table 32
shows the results from the estimation of the nonzero frailty processes for each education group. Figures
4 and 5 are the counterparts for the high school dropout and college graduate groups to Figure 2 in the
paper which shows the high school graduates. These estimations are done using the full PSID sample.
Table 33 shows the results of the men’s out-of-pocket medical expenditures estimation for each education
group and type. These estimations are done using MEPS data on a sample of men only.

4.1 Comparing frailty effects on wages to Low and Pistaferri (2015)

Low and Pistaferri (2015) estimate the effect of disability status on wage for non-college men. They use
self-reported responses in PSID to define three disability groups: no work limitations, moderate work
limitations and severe work limitations. As the second column of Table 34 shows, they find that having
a moderate (severe) work limitation reduces wages by 5.7% (17.7%) relative to no work limitation.

To compare our estimates with theirs, we sort individuals in our PSID sample into the same three
groups and calculate mean frailty by group. We then calculate the effects on wages of moving from the
mean frailty of the no work limitation group to that of both the moderate and severe group. Mean frailty
for each group is reported in column 1 of Table 34. Wage effects are reported in columns 3–6. We find that
moderate (severe) work limitations reduce non-college wages by 12.9% (22.5%). The effects are larger
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Table 28: Estimating the effect of frailty on labor productivity for men. Stage 2: Bias correction.

Linear frailty effect Quadratic frailty effect
no correction correction no correction correction

log(waget−1) 0.796*** 0.841*** 0.770*** 0.814***
(0.279) (0.297) (0.278) (0.294)

log(waget−2) -0.047 -0.119 -0.036 -0.105
(0.243) (0.264) (0.240) (0.261)

frailtyt ×HSD (one add. deficit) -0.044*** -0.048*** -0.089*** -0.097***
(0.015) (0.015) (0.027) (0.027)

frailtyt ×HSG (one add. deficit) -0.026*** -0.029*** -0.045*** -0.050***
(0.008) (0.008) (0.015) (0.015)

frailtyt × CL (one add. deficit) 0.006 0.006 0.023** 0.023**
(0.004) (0.005) (0.009) (0.010)

frailtyt
2 ×HSD 0.007*** 0.008***

(0.002) (0.002)
frailtyt

2 ×HSG 0.003** 0.004**
(0.001) (0.001)

frailtyt
2 × CL -0.004*** -0.004***

(0.001) (0.001)
selection term 0.053 0.081

(0.077) (0.072)

Observations 18,212 18,117 18,212 18,117
AR(1) test (p-value) 0.036 0.032 0.039 0.035
AR(2) test (p-value) 0.538 0.403 0.567 0.430
Hansen-Sargan test (p-value) 0.046 0.085 0.050 0.095
Diff. Hansen-Sargan test (p-value) 0.254 0.197 0.203 0.166
Diff. Hansen-Sargan test, Y-lag set 0.163 0.183 0.163 0.178

Note: The left-hand-side variable is log wage. The selection term is the predicted fixed effects from the regression in stage 1. The
frailty effects are the effects of incurring one additional deficit. Standard errors are in parenthesis. *p < 0.1; **p < 0.05; ***p < 0.01.

than those found by Low and Pistaferri (2015). We also find that there is substantial variation in the
effect within the non-college group. Workers with less than a high school degree experience significantly
larger wage effects, on average, as compared to those with a high school degree. Effects, in general,
decline with education. However, even college workers experience significant wage declines when they
have severe declines in their health.

4.2 Model Paramterization

Table 35 summarizes the parameters set directly using data in the baseline calibration of the model.
Table 36 summarizes parameters calibrated using the model and their associated targeted moments.

5 Additional Assessment

To assess the model’s performance with regards to non-targeted moments, we report employment and DI
recipiency rates by age and frailty percentile groups for each education group. The employment rates are
presented in Figure 6 and the DI recipiency rates are presented in Figure 7.

6 Additional Results

Figure 8 displays the ratios of lifetime earnings at the 5th, 10th, 90th, and 95th percentile relative to
the median by age in the benchmark and the NFH economy. The figure shows that almost all of the
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Table 29: Estimating the effect of frailty on labor productivity for men: endogenous versus exogenous
frailty.

Exogenous frailty Endogenous frailty
no correction correction no correction correction

log(waget−1) 0.796*** 0.841*** 0.743*** 0.724***
(0.279) (0.297) (0.277) (0.248)

log(waget−2) -0.047 -0.119 0.024 0.028
(0.243) (0.264) (0.266) (0.249)

frailtyt ×HSD (one add. deficit) -0.044*** -0.048*** -0.059** -0.052*
(0.015) (0.015) (0.028) (0.028)

frailtyt ×HSG (one add. deficit) -0.026*** -0.029*** -0.024* -0.022
(0.008) (0.008) (0.014) (0.017)

frailtyt × CL (one add. deficit) 0.006 0.006 0.002 0.005
(0.004) (0.005) (0.018) (0.019)

selection term 0.053 -0.010
(0.077) (0.304)

Observations 18,212 18,117 18,212 18,117
AR(1) test (p-value) 0.036 0.032 0.063 0.042
AR(2) test (p-value) 0.538 0.403 0.739 0.716
Hansen-Sargan test (p-value) 0.046 0.085 0.024 0.024
Diff. Hansen-Sargan test (p-value) 0.254 0.197 0.154 0.012
Diff. Hansen-Sargan test, Y-lag set 0.163 0.183 0.010 0.005

* p < .1, ** p < .05, *** p < .01

difference between the variance of log lifetime earnings in the benchmark and the NFH economy is due
to higher earnings at the bottom of the distribution in the NFH economy.

Health inequality in the model is due to both initial heterogeneity in frailty, captured by fixed effects
and education, and idiosyncratic frailty shocks. To understand the relative importance of each of these
components for lifetime earnings inequality, we conduct two related counterfactual experiments and report
the results in Table 37. The fourth row of the table shows the variance of log lifetime earnings for a
counterfactual economy that is identical to the benchmark, except that there are no frailty shocks. All
inequality in frailty in this economy is due to initial fixed heterogeneity. The sixth row shows the same
results for an economy that does not feature any initial heterogeneity in frailty due to fixed effects or
education. All the inequality in frailty in this counterfactual is driven by frailty shocks.

Removing either only frailty shocks or only fixed heterogeneity reduces wage inequality and increases
labor force participation leading to less inequality in lifetime earnings. However, removing frailty shocks
leads to a larger reduction in lifetime earnings inequality than removing fixed heterogeneity. The main
reason for this is that labor supply is higher absent shocks than absent fixed heterogeneity. This can be
seen in Figure 9 which shows the fractions employed by age in the benchmark economy, the no-frailty-
heterogeneity economy, the economy with no frailty shocks, and the economy with no frailty fixed effects.
Absent shocks most individuals are too healthy to qualify for DI and the average employment rate is
above that in the baseline at all ages. Absent fixed heterogeneity, all newborn individuals are healthy
and the employment rate initially rises above the baseline level leading to a reduction in lifetime earnings
inequality. However, due to the highly persistent frailty shocks, the fraction of individuals whose health
is poor enough that they choose to exit the labor force and apply for DI increases with age. By age 35,
employment rates begin to decline eventually reaching similar levels to those in the benchmark economy.
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Table 30: Estimation of labor productivity process after bias correction and removal of frailty effect

(a) Estimation results for deterministic component of wages (net of frailty effect).

Ages 25-69 Ages 25-64 Ages 70+ Ages 65+
Non-college College Non-college College

age 0.523*** 0.540*** 2.071 3.911
(0.0938) (0.130) (1.465) (2.647)

age2 -0.0162*** -0.0154*** -0.0387 -0.0868
(0.00309) (0.00427) (0.0332) (0.0600)

age3 0.000226*** 0.000201*** 0.000303 0.000845
(4.38e-05) (6.06e-05) (0.000332) (0.000601)

age4 -1.18e-06*** -1.01e-06*** -8.38e-07 -3.06e-06
(2.27e-07) (3.14e-07) (1.24e-06) (2.24e-06)

constant -3.489*** -3.839*** -36.88 -61.92
(1.038) (1.443) (24.05) (43.44)

year fixed effects yes yes yes yes

17,078 11,465 13,286 6,144
R2 0.034 0.059 0.042 0.019

(b) Estimation results for stochastic component of wages.

Non-college Col Graduates

var. of transitory shock 0.1164 0.1080
(0.0073) (0.0125)

var. of permanent shock 0.0055 0.0186
(0.0034) (0.0058)

var. of fixed effect 0.1164 0.1179
(0.0157) (0.0202)

persistence 0.9895 0.9684
(0.0189) (0.0118)

6.1 Aggregate effects of health inequality

We report the aggregate implications of removing health inequality and removing its effect via each of the
five channels through which health operates in the model in Table 38. Each column shows the change in
GDP per capita, aggregate consumption, aggregate capital, aggregate labor services, aggregate hours, and
labor productivity (GDP per hour) for each of our counterfactual economies relative to the benchmark.
The first column shows that removing all inequality in frailty raises GDP per capita by 3.91 percent and
aggregate consumption by 2.39 percent. It also increases hours worked (employment) by 6.01 percent.
As we explain in Section 6 of the paper, removing inequality in frailty mainly increases participation of
workers at the bottom of the income/wage distribution. Since these are on average the less productive
workers, the resulting GDP per hour (per employed worker) falls by 1.98 percent.

Columns 2 through 6 show that the main drivers of the aggregate effects are the DI and disutility
channels. Notice, also, that the effect of DI on consumption is significantly less than the effect on GDP.
This is due to the fact that removing only the DI channel has opposite effects on labor supply at young and
old ages. Moreover, while it reduces the aggregate disability benefit, it increases the fraction of individuals
who are eligible for means-tested welfare transfers. These opposing effects aggregate to a smaller relative
impact on consumption of the DI channel (as compared to the relative impact of the disutility channel),
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Table 31: Estimation of zero frailty probits

age -0.0009
(0.0028)

age2 -0.0003***
(0.00003)

high school grad dummy -0.103***
(0.017)

college grad dummy 0.293***
(0.017)

constant -0.497***
(0.0622)

Observations 95,655
Pseudo R2 0.083

Note: Standard errors are in parenthesis. *p < 0.1; **p < 0.05; ***p < 0.01. Zero frailty probits are estimated using PSID data.

even-though it is a significantly more important channel in terms of affecting individual’s labor supply
and income inequality. Finally, removing frailty inequality in mortality increases survival and tilts the
age distribution of the model towards older (mostly retired) individuals. For this reason it has a negative
impact on all aggregate measures.

Table 39 shows the DI recipiency rates (top panel), employment rates (middle panel), and the share
of people who receive means-tested transfers (bottom panel) in the benchmark economy, NFH economy
and the five additional counterfactual economies. Looking at the first two columns, the effect of removing
frailty inequality on DI recipiency is large for all three educations groups. Although, college graduates
have very low DI usage in the benchmark so the increase in employment is concentrated among high school
dropouts and to a lesser extent high school graduates. Notice that the effect on the fraction receiving
means-tested transfers is small. The effect of removing frailty inequality on means-tested program usage
is due to a balance of two opposing forces. On the one hand, shutting down the DI channel pushes young
frail workers out of the labor force and onto these programs. On the other hand, removing the disutility
and mortality channels creates additional incentives to work at older ages reducing the usage of these
programs.

6.2 Alternative measures of inequality

Our findings show that health inequality increases lifetime earnings inequality. The increase is driven by
the negative impacts of poor health on the labor supply and earnings of individuals in the bottom of the
lifetime earnings distribution. This increase is offset by SSDI/SSI and means-tested transfers. However,
the offset is only partial. As a result, health inequality also has an impact on inequality in disposable
income and consumption.

Table 40 shows the variance of log lifetime disposable income in the benchmark economy, the economy
with no frailty heterogeneity, the economy with only individual fixed effect heterogeneity (and no shock)
and the economy with only frailty shocks (and no fixed effect heterogeneity), and Figure 13a presents
the variance of log lifetime disposable income by age in the benchmark and NFH economy.3 Removing
health inequality causes the variance of log lifetime disposable income to fall by 7.7, 7.8, and 6.8 percent
at ages 45, 55, and 65, respectively. This finding implies that about two-thirds of the inequality in lifetime
earnings due to poor health is undone through the tax and transfer system.

3Disposable income as the sum of labor earnings and transfers net of all taxes. Lifetime disposable income at each age is
the sum of disposable income to date. We have done all the calculations with an alternative definition that includes capital
income. The results are very similar.
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Table 32: Estimation of nonzero frailty process

(a) First Stage: deterministic component

HS Dropout HS Graduates Col Graduates

age 1.2733 1.1170 0.9697
(0.0584) (0.0314) (0.0633)

age2 2.1698 1.4475 2.0202
(0.2023) (0.0977) (0.3360)

age3 -0.6161 -1.7021 -0.6399
(0.4148) (0.2355) (0.7418)

age4 4.2929 8.8316 3.1876
(0.3631) (0.2488) (0.6051)

const. -2.4895 -2.5784 -2.8193
(0.0055) (0.0029) (0.0040)

Note: age is rescaled so that age = (age-25)/100.

HS Dropout HS Graduates Col Graduates

ρ 0.9855 0.9973 0.9680
(0.0019) (0.0009) (0.0019)

σ2
α 0.2238 0.1217 0.1231

(0.0119) (0.0050) (0.0055)
σ2
u 0.0427 0.0497 0.0313

(0.0038) (0.0020) (0.0023)
σ2
ε 0.0263 0.0197 0.0273

(0.0018) (0.0007) (0.0012)

(b) Second stage: Stochastic component

Interestingly, the relatively smaller impacts of health inequality on lifetime disposable income in-
equality do not translate into smaller impacts of health inequality on consumption inequality. Table 41
show the variance of log current consumption in the benchmark economy, the economy with no frailty
heterogeneity, the economy with only individual fixed effect heterogeneity (and no shock) and the econ-
omy with only frailty shocks (and no fixed effect heterogeneity), and Figure 13a presents the variance
of log current consumption by age in the benchmark and NFH economy. Removing health inequality
significantly reduces the variance of log current consumption. The variance of log consumption at age 65
is 18.2 percent lower in the NFH economy as compared to the benchmark.

Why are the impacts on consumption inequality so much larger than the impacts on lifetime disposable
income inequality? The primary reason is that removing health inequality reduces wealth inequality. Less
educated individuals in poor health in the benchmark have lower savings than less educated individuals
in the NFH economy for three reasons. First, they have less income. Second, they have less incentives to
accumulate wealth due to a lower life expectancy. Third, poor health (or the risk of poor health) means
they are more impacted by the negative effects of the means-tested transfer program on incentives to
save.4

Relative to the case of the variance of log lifetime earnings, initial fixed effect heterogeneity plays a
larger role in accounting for the decline in the variance of log lifetime disposable income. This is for two
reasons. First, individuals with a high initial fixed frailty component may never work. These individuals

4It is well documented that means-tested transfer programs distort savings incentives and that their distortionary effects
are larger for lower income individuals. See, for instance, Hubbard et al. (1995).
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Fraction with zero frailty Mean log frailty Variance-covariance moments

Figure 4: Estimation targets: auxiliary simulation model vs PSID data for high school dropouts. Left
panel is the fraction with zero frailty by age, middle panel is mean log frailty by age for those with
nonzero frailty, and right panel is the age-profile of the variance and covariances of log frailty residuals
(the stochastic component of log frailty).

have positive disposable lifetime income but because they have zero lifetime earnings are not accounted
for in the variance of log lifetime earnings calculations. Second, DI provides more insurance against frailty
shocks than high initial and permanent frailty because benefits are based on past earnings.

6.3 Alternative measures of health

Tables 42–47 report education and age-specific transition rates across good and bad health states for men
ages 25 to 50 in the PSID, and across good health, bad health, and death for men over age 50 in the
HRS. Transition rates are reported using two ways of converting SRHS to a binary measure: classifying
‘fair’ and ‘poor’ SRHS as bad health and the rest as good health, and classifying only ‘poor’ SRHS as
bad health. Table 48 reports the initial distributions of men ages 25 and 26 across these health states in
the PSID.

6.4 Robustness of welfare results to treatment of men on DI at age 25

In our benchmark economy, 2 percent of men start off already on DI at age 25 to be consistent with the
fact that 2 percent of men aged 24–26 years are on DI in the data. In the ‘No DI’ economy in Section
6.3 these individuals are assumed to have zero productivity and start out non-employed. Consequently,
they qualify immediately for the means-tested transfer program which they stay on their entire lives.
While men who are already on DI at age 25 likely have very low productivity, the assumption that their
productivity is zero may be too extreme. An alternative assumption is that the fixed effect in their
productivity process is similar to those of men who transition to DI at ages 26–30 in the benchmark
economy and the initial value of their persistent shock at age 25 is similar to persistent shock value of
these men in the period that they apply for DI. We now investigate the implications for the main welfare
results from removing DI under this alternative assumption.

Under the alternative assumption, absent DI, we give individuals who were on DI at age 25 in the
benchmark the same labor productivity process as everyone else. However, we set their productivity fixed
effect component to the average fixed effect of men who transition to DI between ages 26 and 30 in the
benchmark economy, and we set their initial persistent shock value to the average persistent shock value
of these men in the period that they apply for DI. Table 49 reports the welfare implications of removing
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Figure 5: Estimation targets: auxiliary simulation model vs PSID data for college graduates. Left panel
is the fraction with zero frailty by age, middle panel is mean log frailty by age for those with nonzero
frailty, and right panel is the age-profile of the variance and covariances of log frailty residuals (the
stochastic component of log frailty).

DI under this alternative assumption. The welfare results in Table 49 can be compared to those in Table
10 in the paper. Under the assumption that those initially on DI have positive productivity, the welfare
losses of the high-school dropouts and graduates from removing DI are smaller and the welfare gains for
college graduates are larger. The welfare results change the most of the high-school dropouts because they
account for most of the individuals initially on DI in the benchmark. However, even for the high-school
dropouts, the changes are small and, before they know their education type, individuals in the model still
prefer the economy with the DI program once they take into account the tax implications of removing it.

6.5 Additional Welfare Results

More detailed results from the experiments where we replace the DI program with one that has no
redistribution across education groups are reported in Table 50.

Given that we find that the DI program is ex ante welfare improving, we also consider two additional
sets of experiments that explore whether the current scale of the program is too low or too high. In the
first set, we reduce DI benefits by 10 percent along with an appropriate adjustment in payroll taxes. We
perform this experiment with and without balancing the government budget. The second set is the same
as the first one except that we increase DI benefits by 10 percent. The results, which are reported in
Table 51, show that from an ex ante welfare perspective the current DI program may not be generous
enough. First, a 10 percent decline in benefits leads to welfare losses which are sizable in comparison
to the welfare changes reported in Table 10 in the paper. For example, in general equilibrium, the ex
ante welfare loss from cutting the program by 10 percent is 0.13 percent. Second, expanding benefits
by 10 percent increases the welfare of high school dropouts and graduates by more than the losses it
generates for the college graduates. Overall, such a policy raises ex ante welfare by 0.11 percent in
general equilibrium.

Finally, notice in Table 51 that both cutting and raising DI benefits increases the fraction of individuals
receiving means-tested transfers. Recall that the primary reason that recipiency rates rise when the DI
program is removed is because frail individuals under age 45 have a reduced incentive to work and
accumulate SSDI credits. This same effect operates here when DI benefits are reduced. This effect,
operating in reverse, is also the primary reason that raising DI benefits by 10 percent raises means-tested
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Table 33: Estimation of out-of-pocket medical expenditures

Estimation of log of out of pocket medical expenditures

High School Dropouts High School Graduates College Graduates
on medicare working not working on medicare working not working on medicare working not working

age 0.19 -0.23 0.42 -0.08 -0.03 -0.05 0.47 -0.11 -0.75
(0.10) (0.09) (0.22) (0.07) (0.06) (0.16) (0.16) (0.08) (0.30)

age2 -0.0024 0.00577 -0.00948 0.00238 0.00166 0.00165 -0.00717 0.00339 0.0163
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.01)

age3 0.0000114 -0.0000391 0.0000749 -0.0000149 -0.0000115 -0.00000646 0.0000359 -0.0000235 -0.000104
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

frailty 21.1 29.15 26.66 15.12 25.01 23.07 12.32 19.89 21.68
(0.87) (0.84) (1.40) (0.71) (0.52) (1.24) (0.90) (0.72) (2.28)

frailty2 -49.27 -71.78 -62.71 -35.9 -66.46 -55.72 -32.42 -49.45 -62.04
(2.77) (4.76) (4.87) (2.41) (3.05) (4.83) (3.34) (4.63) (9.30)

frailty3 35.86 55.31 47.43 27.32 54.53 42.95 26.16 37.55 51.05
(2.45) (6.36) (4.56) (2.27) (4.28) (5.03) (3.33) (6.77) (9.67)

constant -2.138 3.876 -5.45 3.535 1.525 1.232 -5.263 3.977 12.97
(1.90) (1.27) (3.01) (1.30) (0.78) (2.28) (3.15) (1.04) (4.20)

Obs. 7160 17232 3068 10941 46641 5138 5182 24998 1456
R2 0.162 0.205 0.312 0.113 0.181 0.278 0.0694 0.142 0.259

Table 34: Effect of work limitation on wages (% decline in wages relative to no limitation)

mean Low and Pistaferri (2015) Our estimation
frailty non-college non-college HSD HSG college all

No limitation 0.07
Mod. limitation 0.22 -5.7 -12.9 -18.9 -11.4 -0.1 -8.5
Severe limitation 0.32 -17.7 -22.5 -33.1 -20.0 -11.6 -18.6

transfer recipiency rates. Higher DI benefits increase the incentives for frail individuals to exit the labor
force at relatively younger ages, increasing their likelihood of means-tested transfer eligibility both when
young and after retirement. These findings highlight how the subtle interactions between these two
programs make it difficult to predict how changes to one will impact the size of the other.5

7 Measurement of lifetime earnings in NLSY79

In order to assess the model’s performance in matching the inequality of lifetime earnings we use NLSY79
data. This comparison cannot be done using PSID because of the relatively short panel. On the other
hand, NLSY79 is a sample of representative young individuals who were between the ages of 14 and 22
in 1979 (when they were first interviewed). We use data from 1982 to 2018 which allows us to calculate
lifetime earnings over the ages 25 to 60 for 2,901 male respondents.

Our sample consists of men between ages 25 and 60 in the NLSY79 “Cross Section Sample” with
complete information on hours and earnings over their lifecycle. We deflate the earnings data using
PCE. In our structural model we ignore the intensive margin of labor supply. This is motivated by our
empirical analysis that finds no impact from health on hours worked conditional on employment. In order
to construct a comparable moment in the data, we calculate hourly wages conditional on employment.
We use this variable to calculate lifetime earnings.

We use the same definition of employment as we use in the PSID sample. In any given year, individuals
are considered employed if they worked at least 520 hours during the year and non-employed if they worked
less than 520 hours. Observations where labor force status is deemed employed based on hours but wages

5Low and Pistaferri (2015) document similar non-monotonic effects of increasing the generosity of means-tested food
stamps on DI application rates.
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Table 35: Parameters chosen outside the model

Parameter Description Value

Demographics
J maximum age 70 (94 yo)
R retirement/SS eligibility age 41 (65 yo)
ν population growth rate 0.02

Preferences
γ curvature of utility function 2
µ weight on consumption 0.5

Employment dynamics
σ(s) job separation rates (HSD, HS, CL) 0.27, 0.15, 0.06
φ job finding rate after non-employment 0.52
χ % earnings lost due to unemployment 34.6

Technology
α capital share 0.33
δ depreciation rate 0.07
r return on assets 0.04

Government policies
τSS , τmed SS and Medicare tax rates 0.124, 0.029
τK capital tax rate 0.3
τ tax progressivity parameter 0.036
b SSI payment (% of ave. earnings) 13
c minimum consumption (2000 $’s) $4,375
G government purchases (% of GDP) 12.8

are reported as less than $4 an hour are dropped. When calculating lifetime earnings, we assign earnings
of zero to those individuals who are classified as non-employed.

To check whether our NLSY79 sample is comparable to our PSID sample (which is the main sample
we use to estimate the wage process we feed into the model), we compare the age profiles of the variance
of log current earnings across the two samples. Figure 14 shows that the age profiles are very similar.
It also shows that the variance of log current earnings in the model matches the data moments closely.
Finally, Figure 5 in the paper shows the variance of log lifetime earnings in the NLSY79 sample and in the
model, as well as, the fraction of men with zero lifetime earnings. The model matches this non-targeted
moment very closely.

The left panel of Figure 15 shows the ratios of the 5th and 95th percentiles of lifetime earnings to
the median in our NLSY sample and the benchmark economy. The model shows slightly less inequality
at the bottom and slightly more inequality at the top. In other words, the poorest individuals in the
model are not as poor as they are in the NLSY sample, relative to the median. On the other hand richest
individuals are richer relative to the median when compared to our NLSY sample. However, the gap
between the model and data is small, especially at the bottom of the distribution. The right panel shows
the same pattern for ratio of the 10th percentile and the 90th percentiles of lifetime earnings relative to
the median.
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Table 36: Parameters calibrated using the model and associated targeted moments

Parameter Description Value

Preferences and taxes
β discount factor 0.986
ξ utility cost of first DI application 0.07
λ tax scale effect 0.92

Disutility of work = ϕ0 + ϕ1f
ϕ2

ϕ0 baseline 0.62
ϕ1 scale effect 6.2
ϕ2 curvature effect 6.0

Prob. successful DI app. = min
{
1,
(
1 + 1{j≥55} (ϱ− 1)

)
ϑ (na) f

κ
}
if f > f and 0 otherwise

ϑ(na = 0) scale effect at initial try 6.84
ϑ(na = 1) scale effect after 1 try 3.98
ϑ(na = 2) scale effect after 2 tries 3.86
ϑ(na ≥ 3) scale effect after 3+ tries 3.93
κ curvature effect 3
ϱ loading factor after age 55 1.8
f threshold for nonzero probability 0.196

Targeted moment → associated parameter(s)a Data Model

Wealth-earnings ratio → β 3.2 3.2
Federal income tax (% of GDP) → λ 8 8
DI applicants (% of 25–64 yo population) → f 2 2

Employment rates by frailty percentile group and age → (ϕ0, ϕ1, ϕ2) Figure 3
DI recipiency rates by frailty percentile group and age → (κ, ϱ, ξ) Figure 3
DI application success rates after na tries → ϑ(na) Figure 3

a All of these parameters are jointly calibrated. Here, we only point to the parameter(s) that are more closely
associated with the respective moments.

8 Persistence of health: SRHS vs Frailty

Here we compare the persistence of health when it is measured by self-reported health status (SRHS)
and when it is measured by frailty. The following is taken from the supplemental appendix to Hosseini
et al. (2022). We include this here for convenience. We invite the reader to see Hosseini et al. (2022) and
it’s supplemental appendix for more details.

SRHS partitions individuals into different categories according to their own subjective health assess-
ment. One way to track the evolution of SRHS is to document how the size of each partition changes
with age. Using PSID data we plot the fraction of individuals in each self-reported health category by
age in Figure 16. The blue lines in Figures 16a, 16b, 16c, 16d, and 16e show the fraction individuals
who report SRHS of ‘excellent’, ‘very good’, ‘good’, ‘fair’, and ‘poor’, respectively. The first observation
here is that the fraction of those who report ‘excellent’ and ‘very good’ health decline by age, while the
fraction of those who report ‘fair’ and ‘poor’ health increase by age.

To compare the evolution of frailty (a continuous variable) with categorical SRHS we likewise parti-
tion individuals into categories using frailty. Specifically, we partition individuals within each five-year
age group into five frailty categories labeled ‘excellent’, ‘very good’, ‘good’, ‘fair’, and ‘poor’ (same as
the SRHS categories). The cutoff values of frailty that determine which category is assigned are age-
independent and determined such that the distribution of individuals across frailty and SRHS categories
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Figure 6: Calibration assessment: model versus data. Solid (dashed) lines are the model (data). The
panels show the male employment rates by frailty percentile groups and age for each education group:
high school dropouts, high school graduates, and college graduates. Source for the data PSID.

Table 37: Variance of log lifetime earnings: frailty shocks versus initial frailty heterogeneity.

age 35 age 45 age 55 age 65 age 75

Benchmark 0.435 0.502 0.582 0.586 0.520

No frailty heterogeneity (NFH) 0.388 0.395 0.421 0.434 0.445
% ∆ relative to benchmark -11.0 -21.5 -27.7 -26.0 -14.5

No frailty shocks 0.377 0.406 0.446 0.462 0.441
% ∆ relative to benchmark -13.3 -19.3 -23.4 -21.2 -15.1

No frailty fixed effect 0.391 0.430 0.490 0.505 0.496
% ∆ relative to benchmark -10.1 -14.5 -15.8 -13.8 -4.7

Note: In the “No frailty heterogeneity” counterfactual all individuals have the average frailty age profile. “No frailty shocks” removes
ex post shocks but retains all fixed heterogeneity. “No frailty fixed effect” removes fixed heterogeneity but retains all shocks.

is the same for the age group 25 to 29. For example, the fraction of 25- to 29-year-olds with SRHS of
‘excellent’ is 26.5 percent. We set the cutoff value for ‘excellent’ frailty such that 26.5 percent of 25- to
29-year-olds are also in the ‘excellent’ frailty category. The resulting cutoff value for frailty is 0.036. At
each age, individuals with a frailty value less than 0.036 are assigned to the frailty category ‘excellent’.
Next, we find the cut off value for the 65th percentile (65 percent of the sample have a SRHS of ‘excellent’
or ‘very good’ at age 25 to 29): 0.071. In each age group, anyone whose frailty measure is larger than
0.036 but smaller than 0.071 is assigned to the frailty category of ‘very good’, and anyone whose frailty
value is exactly 0.071 is randomly assigned to either the ‘very good’ or ‘good’ category. The other two
cutoffs, are chosen accordingly at the 91st and 99th percentiles and determine the assignment of the
remaining individuals to the ‘good’, ‘fair’, and ‘poor’ frailty categories.6 Using this procedure, the frailty
and SRHS categories of the age group 25 to 29 are perfectly aligned (by construction).7

The red lines in Figures 16a, 16b, 16c, 16d, and 16e show the fraction individuals who fall in the

6See Hosseini et al. (2022) for all cutoff values.
7There is nothing special about age 25-to-29. We show, in the supplemental appendix of Hosseini et al. (2022), that our

findings do not change if we choose another age group to define cutoffs.
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Figure 7: Calibration assessment: model versus data. Solid (dashed) lines are the model (data). The
panels show the male DI recipiency rates by frailty percentile groups and age for each education group:
high school dropouts, high school graduates, and college graduates. Source for the data is MEPS and
Social Security Administration.

frailty categories of ‘excellent’, ‘very good’, ‘good’, ‘fair’, and ‘poor’, respectively. Notice that fractions
of ‘excellent’ and ‘very good’ frailty categories decline at a faster rate (relative to SRHS categories).
Moreover, frailty categories of ‘fair’ and ‘poor’ grow faster (relative to SRHS categories). The takeaway
here is that health deteriorates faster when measured using frailty in comparison to SRHS.

Next, we look at the transition probabilities across different health categories. This allows us to
compare the persistence of SRHS with that of frailty. To this end, we report the transition probabilities
across five categories of SRHS (Table 52) and frailty (Table 53) for three different 25-year age groups.
The frailty categories are defined by cutoffs that equate the share in each SRHS and frailty category at
ages 25 to 29, as described above.

The table shows that the frailty index is more persistent than SRHS. Notice that, for all age groups,
the diagonal values are all higher for the frailty index relative to SRHS. For example, individuals between
the ages of 50 and 75, with frailty category ‘excellent’ have a 78.6% chance of maintaining this status
while individuals in the same age group, and with ‘excellent’ SRHS have only a 57.1% chance. The
difference in persistence is largest at the poor health end of the spectrum. Once an individual’s frailty
index is high enough that s/he is assigned to the ‘poor’ frailty category the probability s/he is there two
years later is 73.2%, 83.4%, and 86.86% respectively for age groups 25–49, 50–74, and 75+. In contrast,
individuals who report a SRHS status of ‘poor’ have only 41%, 59.3%, and 59.7% chance, respectively, of
reporting poor health two years later.

The take away from these tables is that the frailty categories are significantly more persistent than
the SRHS categories. In other words, it is much more likely for individuals to change their assessment of
their own health than it is for their frailty index to cross the fixed thresholds that determine comparable
frailty categories.
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Figure 8: Inequality in lifetime earnings in the benchmark economy (blue) and the no-frailty-heterogeneity
economy (red).
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Figure 9: Fraction employed by age in the benchmark economy, the no-frailty-heterogeneity economy,
the economy with no frailty shocks, and the economy with no frailty fixed effects.
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Figure 10: Employment rates by age and frailty percentile groups: comparison between the benchmark
(blue), no-frailty-heterogeneity (red), and additional five counterfactual (black and grey) economies.
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Figure 11: DI recipiency rates by age and frailty percentile groups: comparison between the benchmark
(blue), no-frailty-heterogeneity (red), and additional five counterfactual (black and grey) economies.
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Figure 12: Means-tested transfer recipiency rates by age and frailty percentile groups: comparison
between the benchmark (blue), no-frailty-heterogeneity (red), and additional five counterfactual (black
and grey) economies.
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Table 38: Aggregate Effect of Healthy Inequality

NFH in NFH in NFH in NFH in NFH in NFH in
model DI Disutility Labor prod. Med. Exp. Mortality

% change relative to benchmark

GDP 3.91 2.81 1.05 0.74 0.38 −1.29
Consumption 2.39 1.25 0.84 0.33 0.35 −1.43
Capital 3.91 2.81 1.05 0.74 0.38 −1.29
Labor input 3.91 2.81 1.05 0.74 0.38 −1.29
Hours 6.01 3.38 1.15 1.16 0.46 −0.94
GDP per Hour −1.98 −0.54 −0.10 −0.42 −0.08 −0.35

Note: Each column shows the difference in aggregate measure between the respective counterfactual and benchmark. NFH: no frailty
heterogeneity. NFH in DI: probability of DI acceptance is the same for all individuals at same age, NFH in Labor Prod.: there is no
heterogeneous effect of frailty on wage, NFH in Disutility: there is no heterogeneous effect of frailty on disutility from work, NFH in
Med. Exp.: no heterogeneous effect of frailty on out of pocket medical expenditures, NFH in Mortality: no heterogeneous effect of
frailty on mortality.

Table 39: Effects of removing health inequality (overall and via different channels) on DI recipiency,
employment, and receipt of means-tested transfers

NFH in NFH in NFH in NFH in NFH in NFH in
Benchmark model DI Disutility Labor prod. Med. Exp. Mortality

DI Recipiency Rate (% of 25 to 64 year olds)

ALL 6.04 0.92 2.01 5.59 5.50 6.11 6.77
HSD 13.73 1.69 5.95 12.87 12.60 13.94 15.28
HSG 7.37 1.36 2.47 6.85 6.71 7.46 8.18
CG 1.60 0.00 0.05 1.38 1.41 1.59 1.83

Employment Rate (% of 25 to 74 year olds)

ALL 83.70 90.04 86.53 84.58 84.67 84.00 82.81
HSD 72.96 85.77 76.87 74.25 75.04 73.18 71.30
HSG 82.22 89.46 85.72 83.25 83.27 82.43 81.20
CG 89.27 92.35 90.77 89.79 89.75 89.71 88.97

Means-tested Transfers Recipiency Rate (%)

ALL 3.41 3.09 4.45 3.31 3.10 3.16 3.47
HSD 7.41 6.05 10.34 7.27 6.46 6.78 7.45
HSG 4.26 3.85 5.54 4.12 3.89 3.91 4.29
CG 0.97 0.94 1.08 0.94 0.93 0.98 1.01

Note: The top (middle) [bottom] panel shows DI recipiency (employment) [means-tested transfers recipiency] rates in the benchmark
and each counterfactual economy. HSD: high school dropout, HSG: high school graduate, CG: college graduate. NFH: no frailty
heterogeneity. NFH in DI: probability of DI acceptance is the same for all individuals at same age and determined by the average
frailty profile, NFH in Labor Prod.: effect of frailty on labor productivity is determined by the average frailty profile, NFH in Disutility:
disutility from work is determined by average frailty profile, NFH in Med. Exp.: out-of-pocket medical expenditures are determined
by the average frailty profile, NFH in Mortality: mortality is determined by the average frailty profile.
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Table 40: Variance of log lifetime disposable income: frailty shocks versus initial frailty heterogeneity

age 35 age 45 age 55 age 65 age 75

Benchmark 0.328 0.364 0.390 0.390 0.365

No frailty heterogeneity (NFH) 0.307 0.336 0.360 0.363 0.359
% ∆ relative to benchmark -6.3 -7.7 -7.8 -6.8 -1.8

No frailty shocks 0.318 0.356 0.381 0.382 0.365
% ∆ relative to benchmark -3.0 -2.3 -2.2 -2.1 -0.1

No frailty fixed effect 0.315 0.351 0.374 0.373 0.369
% ∆ relative to benchmark -3.8 -3.6 -4.1 -4.2 1.1

Note: In the “No frailty heterogeneity” counterfactual all individuals have the average frailty age profile. “No frailty shocks” removes
ex post shocks but retains all fixed heterogeneity. “No frailty fixed effect” removes fixed heterogeneity but retains all shocks.

Table 41: Variance of log consumption.

age 35 age 45 age 55 age 65 age 75

Benchmark 0.372 0.450 0.566 0.600 0.580

No frailty heterogeneity (NFH) 0.329 0.383 0.478 0.491 0.523
% ∆ relative to benchmark -11.7 -15.0 -15.5 -18.2 -9.8

No frailty shocks 0.347 0.417 0.522 0.549 0.562
% ∆ relative to benchmark -6.7 -7.5 -7.7 -8.5 -3.0

No frailty fixed effect 0.347 0.431 0.539 0.576 0.586
% ∆ relative to benchmark -6.7 -4.3 -4.7 -4.1 1.1

Note: In the “No frailty heterogeneity” counterfactual all individuals have the average frailty age profile. “No frailty shocks” removes
ex post shocks but retains all fixed heterogeneity. “No frailty fixed effect” removes fixed heterogeneity but retains all shocks.
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(a) Variance of log lifetime disposable income

25 30 35 40 45 50 55 60 65 70 75 80
Age

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

V
ar

ia
nc

e 
of

 lo
g

Variance of log consumption

benchmark
no frailty heterogeneity

(b) Variance of log consumption

Figure 13: Panel (a) is the variance of log lifetime disposable (defined as the sum of labor earnings and
transfers net of taxes). Panel (b) is the variance of log consumption. The blue line is the benchmark and
the red line is the no-frailty-heterogeneity economy.
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Age
Bad=Fair/Poor Bad=Poor
Good Bad Dead Good Bad Dead

Good 88.55 7.19 0.00 Good 94.41 1.48 0.00
25–29 Bad 38.70 57.52 0.00 Bad 35.16 57.28 0.00

Good 89.66 6.76 0.00 Good 95.93 0.67 0.00
30–34 Bad 33.32 64.96 0.00 Bad 45.06 55.92 0.00

Good 89.81 6.88 0.00 Good 93.84 2.04 0.00
35–39 Bad 17.35 75.78 0.00 Bad 38.35 62.62 0.00

Good 89.89 7.01 0.00 Good 95.27 1.84 0.00
40–44 Bad 19.46 78.46 0.00 Bad 49.91 47.84 0.00

Good 88.17 9.06 0.00 Good 94.89 2.21 0.00
45–49 Bad 20.45 75.78 0.00 Bad 24.09 71.12 0.00

Table 42: Annual transition probabilities across good SRHS, bad SRHS, and death for men without a
high-school degree ages 25 to 49. Transition rates when bad SRHS is defined as SRHS equals fair or poor
(poor only) are on the left (right). Data source: PSID.

Age
Bad=Fair/Poor Bad=Poor
Good Bad Dead Good Bad Dead

Good 93.21 3.96 0.00 Good 96.51 0.71 0.00
25–29 Bad 32.58 64.92 0.00 Bad 55.88 39.50 0.00

Good 94.54 3.64 0.00 Good 97.42 0.73 0.00
30–34 Bad 30.15 67.32 0.00 Bad 43.71 52.73 0.00

Good 94.73 3.18 0.00 Good 97.27 0.61 0.00
35–39 Bad 21.12 76.48 0.00 Bad 23.75 73.42 0.00

Good 94.11 4.03 0.00 Good 97.42 0.81 0.00
40–44 Bad 26.02 72.25 0.00 Bad 32.35 61.30 0.00

Good 94.25 4.41 0.00 Good 97.35 1.17 0.00
45–49 Bad 19.40 78.14 0.00 Bad 22.98 75.25 0.00

Table 43: Annual transition probabilities across good SRHS, bad SRHS, and death for men with a high-
school degree only ages 25 to 49. Transition rates when bad SRHS is defined as SRHS equals fair or poor
(poor only) are on the left (right). Data source: PSID.

Age
Bad=Fair/Poor Bad=Poor
Good Bad Dead Good Bad Dead

Good 98.41 0.74 0.00 Good 99.01 0.10 0.00
25–29 Bad 21.91 75.49 0.00 Bad 29.46 70.69 0.00

Good 98.30 0.96 0.00 Good 99.02 0.26 0.00
30–34 Bad 23.45 76.65 0.00 Bad 29.47 70.66 0.00

Good 97.26 1.85 0.00 Good 98.92 0.11 0.00
35–39 Bad 42.94 53.79 0.00 Bad 34.77 65.44 0.00

Good 97.57 1.88 0.00 Good 99.31 0.18 0.00
40–44 Bad 32.13 67.97 0.00 Bad 24.51 75.56 0.00

Good 96.93 2.40 0.00 Good 99.23 0.06 0.00
45–49 Bad 34.91 63.74 0.00 Bad 34.70 65.45 0.00

Table 44: Annual transition probabilities across good SRHS, bad SRHS, and death for men with a college
degree ages 25 to 49. Transition rates when bad SRHS is defined as SRHS equals fair or poor (poor only)
are on the left (right). Data source: PSID.
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Age
Bad=Fair/Poor Bad=Poor
Good Bad Dead Good Bad Dead

Good 85.64 14.13 0.23 Good 94.54 4.68 0.78
50–54 Bad 16.50 81.03 2.47 Bad 27.03 69.22 3.75

Good 86.10 13.47 0.43 Good 94.60 4.56 0.84
55–59 Bad 12.88 83.75 3.36 Bad 22.45 71.02 6.53

Good 86.57 12.66 0.76 Good 94.21 4.47 1.32
60–64 Bad 12.79 83.26 3.95 Bad 21.89 71.02 7.09

Good 84.41 13.70 1.89 Good 92.54 4.83 2.63
65–69 Bad 14.21 80.15 5.64 Bad 22.40 68.38 9.21

Good 83.20 14.27 2.53 Good 91.58 5.40 3.02
70–74 Bad 12.82 80.04 7.15 Bad 21.07 65.52 13.41

Good 79.25 17.42 3.33 Good 87.85 7.23 4.92
75–79 Bad 12.90 75.41 11.70 Bad 18.25 62.53 19.22

Good 77.43 17.38 5.19 Good 84.38 8.65 6.97
80–84 Bad 10.63 73.43 15.94 Bad 18.85 56.04 25.11

Good 69.90 20.97 9.13 Good 80.22 8.02 11.75
85–89 Bad 13.99 62.48 23.53 Bad 16.02 49.42 34.56

Good 63.75 19.81 16.44 Good 73.38 7.06 19.55
90–110 Bad 12.86 56.98 30.16 Bad 16.24 46.62 37.14

Table 45: Annual transition probabilities across good SRHS, bad SRHS, and death for men without a
high school degree ages 50 to 94. Transition rates when bad SRHS is defined as SRHS equals fair or poor
(poor only) are on the left (right). Data source: HRS.

Age
Bad=Fair/Poor Bad=Poor
Good Bad Dead Good Bad Dead

Good 93.59 6.13 0.29 Good 97.37 2.08 0.54
50–54 Bad 20.56 76.69 2.75 Bad 30.97 64.09 4.94

Good 92.59 6.86 0.54 Good 97.02 2.15 0.82
55–59 Bad 17.42 79.19 3.40 Bad 23.56 69.92 6.51

Good 92.05 7.16 0.80 Good 96.57 2.24 1.19
60–64 Bad 18.01 76.98 5.01 Bad 23.68 65.61 10.72

Good 91.50 7.60 0.90 Good 96.01 2.48 1.51
65–69 Bad 16.52 76.84 6.64 Bad 20.13 65.65 14.22

Good 89.11 9.27 1.62 Good 94.44 2.87 2.69
70–74 Bad 15.09 75.31 9.60 Bad 19.82 63.08 17.11

Good 86.18 10.74 3.07 Good 91.84 3.97 4.19
75–79 Bad 14.93 73.40 11.67 Bad 18.47 59.93 21.60

Good 82.79 12.62 4.59 Good 88.70 4.44 6.85
80–84 Bad 13.47 70.73 15.80 Bad 20.29 56.15 23.56

Good 73.27 18.80 7.93 Good 81.75 7.06 11.19
85–89 Bad 15.11 60.16 24.73 Bad 20.50 39.56 39.94

Good 67.44 13.89 18.66 Good 75.39 5.83 18.77
90–110 Bad 13.29 57.33 29.38 Bad 12.57 36.51 50.92

Table 46: Annual transition probabilities across good SRHS, bad SRHS, and death for men with a high
school degree only ages 50 to 94. Transition rates when bad SRHS is defined as SRHS equals fair or poor
(poor only) are on the left (right). Data source: HRS.
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Age
Bad=Fair/Poor Bad=Poor
Good Bad Dead Good Bad Dead

Good 96.93 2.86 0.21 Good 98.92 0.77 0.31
50–54 Bad 23.69 72.33 3.98 Bad 27.18 61.62 11.20

Good 96.74 2.96 0.30 Good 98.79 0.75 0.47
55–59 Bad 21.02 75.96 3.03 Bad 26.20 68.90 4.91

Good 96.35 3.30 0.34 Good 98.42 0.90 0.68
60–64 Bad 21.09 73.07 5.84 Bad 23.27 66.51 10.22

Good 95.23 4.09 0.68 Good 97.56 1.29 1.15
65–69 Bad 19.32 72.40 8.27 Bad 21.63 60.07 18.30

Good 93.03 5.53 1.44 Good 96.54 1.52 1.94
70–74 Bad 19.15 73.25 7.60 Bad 21.55 64.23 14.21

Good 90.87 7.06 2.07 Good 94.72 2.42 2.86
75–79 Bad 15.26 74.52 10.21 Bad 23.43 58.75 17.81

Good 87.09 9.35 3.56 Good 91.03 3.44 5.53
80–84 Bad 12.76 67.83 19.42 Bad 14.05 52.73 33.22

Good 82.66 10.98 6.35 Good 84.86 5.82 9.32
85–89 Bad 10.53 63.74 25.72 Bad 19.79 41.45 38.76

Good 79.90 10.36 9.74 Good 84.53 4.33 11.14
90–94 Bad 13.72 62.31 23.97 Bad 12.95 48.56 38.49

Table 47: Annual transition probabilities across good SRHS, bad SRHS, and death for men with a college
degree ages 50 to 94. Transition rates when bad SRHS is defined as SRHS equals fair or poor (poor only)
are on the left (right). Data source: HRS.

Bad=Fair/Poor Bad=Poor
Good Bad Good Bad

HSD 0.87 0.13 HSD 0.99 0.01
HSG 0.93 0.07 HSG 0.99 0.01
COL 0.98 0.02 COL 1.00 0.00

Table 48: Distribution across SRHS by education for men ages 25 to 26. The left-hand-side (right-
hand-side) columns are for bad SRHS defined as SRHS equals fair or poor (poor only). Data source:
PSID.
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Figure 14: The variance of log current earnings in PSID sample (red), the NLSY79 sample (black), and
the benchmark economy (blue).
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Table 49: Effects of removing DI (alternative treatment of men on DI at age 25)

Benchmark No DI benefits & tax

P.E. G.E.1 G.E.2

Welfare (% relative to benchmark)
All n.a. 0.13 -0.11 -0.40
HSD n.a. -2.05 -2.27 -3.23
HS n.a. -0.20 -0.44 -0.80
CL n.a. 1.67 1.40 1.54

Variance
log lifetime earnings (at age 65) 0.586 0.470 0.471 0.455
log lifetime disp. income (at age 65) 0.390 0.378 0.379 0.373
log consumption (overall) 0.513 0.516 0.516 0.506

Change relative to benchmark (%)
GDP n.a. 2.84 2.82 3.15
Consumption n.a. 2.99 2.71 3.13
Capital n.a. 2.84 2.82 3.15
Labor input n.a. 2.84 2.82 3.15
Hours n.a. 3.87 3.81 4.92
GDP per hour n.a. -0.99 -0.95 -1.68

Fraction (%)
Working (25 to 74 year olds) 83.70 86.97 86.92 87.85
On DI (25 to 64 year olds) 6.04 0.00 0.00 0.00
On means tested transfers (all) 3.41 5.39 5.44 4.46

Policy Variables
Payroll tax rate (%) 12.40 10.50 10.50 10.50
Min. consumption (2000 $) $4375 $4375 $4375 $4089
Tax function parameter (λ) 0.9200 0.9200 0.9178 0.9200

Note: P.E. is the economy without DI in partial equilibrium: SSDI/SSI benefits and corresponding fraction of payroll tax are removed.
G.E.1 and G.E.2 are general equilibrium economies with the overall government budget balanced by adjusting the income tax and
minimum consumption, respectively.
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Figure 15: Left panel is the ratio of 5th percentile and 95th percentile of lifetime earnings in NLSY
sample (gray) and the benchmark economy (blue). Right panel is the ratio of 10th percentile and 90th
percentile of lifetime earnings in NLSY sample (gray) and the benchmark economy (blue).
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Table 50: Additional statistics on the effects of DI program without redistribution

Benchmark No DI DI w/o redistribution

P.E. G.E.1 P.E. G.E.1

% working (25 to 74 year olds)
ALL 83.70 86.70 86.65 83.49 83.49
HSD 72.96 77.41 77.31 72.05 72.04
HS 82.22 86.03 85.95 82.07 82.06
CL 89.27 90.64 90.63 89.19 89.19

% on DI (25 to 64 year olds)
ALL 6.04 0.00 0.00 6.09 6.09
HSD 13.73 0.00 0.00 13.96 13.96
HS 7.37 0.00 0.00 7.42 7.42
CL 1.60 0.00 0.00 1.58 1.58

% on means-tested transfers
ALL 3.41 5.68 5.74 3.63 3.63
HSD 7.41 14.60 14.71 8.50 8.52
HS 4.26 7.02 7.11 4.47 4.47
CL 0.97 1.02 1.03 0.93 0.93

DI payroll tax rate (%)
HSD 12.4 10.5 10.5 15.6 15.6
HS 12.4 10.5 10.5 13.2 13.2
CL 12.4 10.5 10.5 11.1 11.1

Tax function parameter (λ) 0.9200 0.9200 0.9173 0.9200 0.9196

Note: ‘Remove DI’ is an economy in which SSDI/SSI benefits and corresponding fraction of payroll tax are removed. ‘DI w/o
Redistribution’ is an economy without redistribution in DI, in which DI benefits of each education group are paid for by education-
specific payroll taxes. P.E. is partial equilibrium and G.E.1 is general equilibrium where the overall government budget is balanced by
adjusting the income tax.

Table 51: Aggregate and welfare effects of marginal changes to DI

Benchmark Cut DI benefit by 10% Raise DI benefit by 10%
P.E. G.E.1 P.E. G.E.1

Welfare (% relative to benchmark)
All n.a. -0.18 -0.13 0.20 0.11
HSD n.a. -0.94 -0.90 0.95 0.87
HS n.a. -0.25 -0.21 0.29 0.20
CL n.a. 0.28 0.33 -0.25 -0.35

Change relative to benchmark (%)
GDP n.a. 0.39 0.39 -0.37 -0.38
Consumption n.a. 0.39 0.44 -0.34 -0.44
Capital n.a. 0.39 0.39 -0.37 -0.38
Labor input n.a. 0.39 0.39 -0.37 -0.38
Hours n.a. 0.66 0.67 -0.61 -0.64
GDP per hour n.a. -0.27 -0.27 0.25 0.26

Fraction of population (%)
Working (25 to 74 year olds) 83.70 84.27 84.27 83.18 83.17
On DI (25 to 64 year olds) 6.04 5.48 5.48 6.42 6.43
On means tested transfers (all) 3.41 3.56 3.56 3.46 3.47

Policy Variables
Payroll tax rare (%) 12.40 12.07 12.07 12.71 12.71
Tax function parameter (λ) 0.9200 0.9200 0.9204 0.9200 0.9192

Note: P.E. is partial equilibrium in which only the payroll tax adjusts by the amount of the change in SSDI/SSI benefits (so that
the change in the program is revenue neutral within the program). G.E.1 is general equilibrium with the overall government budget
balanced by adjusting the income tax.
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Figure 16: Distribution of health status by age. The blue line shows the share of each SRHS at each 5
year age group. The red line shows the share of each frailty category at each 5 year age group. Cutoffs
for frailty categories are chosen so that the distributions are aligned at ages 25 to 29. Shaded areas are
95 percent confidence intervals based on 1000 independent draws of the joint distribution of age, frailty,
and SRHS. Source: authors’ calculations using PSID.
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Ages 25 to 49
Excellent Very Good Good Fair Poor

Excellent 53.4 33.1 11.1 2.0 0.3
Very Good 15.7 55.2 25.3 3.3 0.4

Good 6.2 27.7 52.0 12.6 1.4
Fair 3.0 10.9 34.7 43.5 7.9
Poor 2.4 3.8 14.6 38.3 41.0

Ages 50 to 74
Excellent Very Good Good Fair Poor

Excellent 57.1 32.2 7.9 2.2 0.6
Very Good 11.4 58.7 25.9 3.4 0.7

Good 2.6 21.5 57.1 16.1 2.7
Fair 1.4 5.3 28.6 51.1 13.6
Poor 0.9 2.8 8.2 28.9 59.3

Ages 75 and older
Excellent Very Good Good Fair Poor

Excellent 42.2 31.1 18.0 5.2 3.5
Very Good 8.4 48.3 28.7 9.8 4.9

Good 2.7 17.1 53.2 20.2 6.9
Fair 1.0 5.9 20.3 50.2 22.6
Poor 0.9 4.7 10.1 24.6 59.7

Table 52: Two-year transition probabilities (%) across SRHS categories within three age groups: 25–49
year-olds, 50–74 year-olds, and ages 75 and older constructed using the PSID sample. Rows sum to one.

Ages 25 to 49
Excellent Very Good Good Fair Poor

Excellent 80.5 17.0 2.3 0.2 0.1
Very Good 3.1 80.2 15.4 1.1 0.2

Good 0.1 8.0 79.0 11.7 1.3
Fair 0.1 0.6 11.7 75.5 12.1
Poor 0.1 0.8 2.6 23.3 73.2

Ages 50 to 74
Excellent Very Good Good Fair Poor

Excellent 78.6 17.8 3.0 0.5 0.1
Very Good 1.8 75.6 20.2 2.0 0.4

Good 0.0 4.3 78.6 15.9 1.1
Fair’ 0.0 0.2 7.7 76.4 15.7
Poor 0.0 0.1 0.6 16.0 83.4

Ages 75 and older
Excellent Very Good Good Fair Poor

Excellent 64.5 25.5 5.5 2.7 1.8
Very Good 0.7 60.9 28.1 7.3 3.0

Good 0.0 3.4 61.0 30.6 5.1
Fair 0.0 0.2 6.2 67.2 26.4
Poor 0.0 0.0 0.5 12.8 86.8

Table 53: Two-year transition probabilities (%) across frailty health categories within three age groups:
25–49 year-olds, 50–74 year-olds, and ages 75 and older constructed using the PSID sample. Rows sum
to one.

55



References
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